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PRICE, RICHARD
(1723-1791)

Richard Price, a Welsh dissenting preacher, moral
philosopher, and actuary, was born at Tynton, Llangeinor,
Glamorganshire. His father, Rees, was a dissenting minis-
ter with extreme Calvinist opinions. Richard Price was
educated at a number of different academies, finally
entering Coward’s Academy in London, where he
remained for the years 1740-1744. He was ordained at the
age of twenty-one and began his ministerial career as a
domestic chaplain. He later served a number of London
congregations, notably those at Stoke Newington, where
he lived, and at the Gravel-Pit Meeting House in Hack-
ney. Price was buried in the cemetery at Bunhill Fields; his
friend Joseph Priestley preached the funeral oration.

In addition to his writings on moral philosophy,
Price wrote with considerable influence on financial and
political questions. His papers on life expectancy and on
calculating the values of reversionary payments were
instrumental in reforming the actuarial basis of the insur-
ance and benefit societies of the time. His paper on the
public debt is said to have led William Pitt, the prime
minister, to reestablish the sinking fund to extinguish
England’s national debt. In his pamphlet Observations on

the Nature of Civil Liberty, the Principles of Government,
and the Justice and Policy of the War with America (Lon-
don, February 8, 1776), Price defended the American
cause. The widespread circulation and generally favorable
acceptance of this work is said to have encouraged the
American decision for a declaration of independence.
Price had become friendly with Benjamin Franklin dur-
ing the latter’s stay in London, and in 1778 the Continen-
tal Congress moved to grant Price American citizenship if
he would come to America and serve as an adviser on the
management of American finances. He was grateful for
the invitation but did not accept it. Price also regarded
the French Revolution with approval, which he expressed,
along with an appeal for reform in England, in his Dis-
course on the Love of Our Country (1789). Edmund
Burke’s Reflections on the Revolution in France (1790) was
written in reply.

Price is also the author of Four Dissertations: 1. “On
Providence”; II. “On Prayer”; III. “On the Reasons for
expecting that virtuous Men shall meet after death in a
State of Happiness”; IV. “On the Importance of Chris-
tianity, the Nature of Historical Evidence, and Miracles”
(London, 1767). In the fourth of these dissertations Price

criticized David Hume’s “Of Miracles.” Hume was grate-
ful for the civility with which Price argued, and he wrote
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PRICE, RICHARD

to Price that the light in which he put this controversy
was “new and plausible and ingenious, and perhaps solid.
But I must have some more time to weigh it, before I can
pronounce this judgment with satisfaction to myself.”

MORAL PHILOSOPHY

Price’s contribution to moral philosophy is A Review of
the Principal Questions in Morals (London, 1758; cor-
rected editions in 1769 and 1787). Price criticized the
moral-sense doctrines of Francis Hutcheson in order to
clear them away and make room for an account of
immutable right and wrong, derived from Samuel Clarke.

Price says that we may have three different percep-
tions concerning the actions of moral agents. We may
notice whether they are right or wrong, whether they are
beautiful or ugly, and whether they are of good or ill
desert. By talking of perceptions here, he shows that he
has accepted the premise, of Lockean origin, that all
knowledge is to be accounted for as some kind of percep-
tion by one of our faculties. Thus, Price’s first question,
“How do we know right?,” is treated as a search for the
faculty by means of which we obtain our ideas of right
and wrong. He considers Hutcheson’s answer that our
moral ideas come to us by the way of a moral sense, and
he understands Hutcheson to be claiming that this sense
is “a power within us, different from reason; which ren-
ders certain actions pleasing and others displeasing to us.”

Price objects to this doctrine because of certain con-
sequences that he believes are implied by it. Our approval
and disapproval of actions appear to depend on the way
our minds work or, to carry the matter back a step, on the
way God has made them to work. Thus, our judgments of
right and wrong depend on the mere good pleasure of
our Maker, who created us in a certain way. But if he had
pleased, he might have made us to be pleased or dis-
pleased by quite different actions, even actions contrary
to those that now please and displease us. Thus, right and
wrong would be only matters of taste, only a certain effect
in us, and nothing in actions themselves.

For his part, Price is convinced that morality is
equally unchangeable with all truth and that right and
wrong are real characteristics of actions and not mere
sensations derived from the particular way in which our
minds are framed. To show the immutability of right and
wrong, Price argues that these ideas are derived not from
a special sense but from the understanding. As Price sees
it, the only debatable issue in morals is not what actions
are right and wrong but what is the faculty by which we
discern right and wrong.

Price prefaces his argument for regarding the under-
standing as our moral faculty with the preliminary claim
that the understanding is a source of new ideas. He
objects to interpreting John Locke as saying that sensa-
tion and reflection are the sources of all our ideas. Price
argues that Locke may have meant only that all our ideas
are ultimately grounded on ideas derived from sensation
and reflection. Thus, Price makes room for certain new
ideas that may arise as the understanding compares the
objects of thought and judges them. Some of these new
ideas are solidity, inertia, substance, accident, duration,
space, cause or power, entity, possibility, and actual exis-
tence.

Price locates these new ideas in a revised classifica-
tion of simple ideas. He divides simple ideas into those
implying nothing real outside the mind and those that
denote real and independent existence distinct from sen-
sation. The first class of simple ideas consists, on the one
hand, of tastes, smells, and colors and, on the other, of
such notions as order, happiness, and beauty. The second
class of simple ideas has three subclasses: the real proper-
ties of external objects, such as figure, extension, and
motion; the actions and passions of the mind, such as
volition, memory, and so on; and those new ideas noted
above which arise as the understanding considers the
ideas it has been supplied with. It is important to note
that Price does not regard the second class of simple ideas
as constructions of the mind. The real properties of exter-
nal objects are in the objects, and such new ideas as cause,
duration, and space are of properties in a real world.

Armed with his reclassification of simple ideas, Price
is now prepared to locate our ideas of moral right and
wrong in the scheme and thus establish that they are per-
ceptions of the understanding. Price first considers the
question of whether moral right and wrong are simple
ideas. He declares that they must be, for we cannot give
definitions of them that are more than synonymous
expressions. It is Price’s recognition of this point which
has led contemporary students to declare him one of the
first to recognize the naturalistic fallacy, although he does
not use that term. Having established that our ideas of
right and wrong are simple ideas, Price then locates them
in his scheme as two of those new ideas which arise in the
understanding.

Hutcheson had simply assumed that if right and
wrong are immediately perceived, they must be percep-
tions of an implanted sense. But the question of how we
perceive these ideas may be settled by simply considering
the nature of our own perceptions.
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Let anyone compare the ideas arising from our
powers of sensation, with those arising from our
intuition of the natures of things, and enquire
which of them his ideas of right and wrong most
resemble.... It is scarcely conceivable that any-
one can impartially attend to the nature of his
perceptions, and determine that when he thinks
gratitude or beneficence to be right, he perceives
nothing true of them, and understands nothing,
but only receives an impression from a sense.

Price notes that some impressions of pleasure or pain,
satisfaction or disgust, generally attend our perceptions
of moral right and wrong; the proponents of a moral
sense may have confused these impressions with our
actual perceptions of right and wrong.

But there is an assumption in Price’s own system on
which much depends and for which he offers insufficient
argument. He tells us that “all actions undoubtedly have a
nature. That is, some character certainly belongs to them,
and somewhat there is to be truly affirmed of them.” It is
the task of the understanding to perceive these truths.
Price regards actions in this way because it enables him to
say that their rightness or wrongness is in them, not in the
mind of the person judging the actions, but apart from
noting the advantage to his own moral philosophy, Price
offers no justification for the claim that actions have
natures. It is unfortunate that he does not, for he rests his
contention that morality is eternal and immutable on this
claim.

When Price turns to our ideas of the beauty and
deformity of actions, the second kind of perception of
actions which he promised to account for, he finds that
these perceptions are feelings of delight or detestation
which may accompany our perceptions of the rightness
or wrongness of actions. These feelings of delight and
detestation are the effects on us of the actions we con-
sider, and it is very likely that they arise from an arbitrary
structure of our minds, which may be called a sense. Price
allows that there is a distinction between noting that an
action is right and approving it. We are made, however, in
such a way that we cannot perceive an action to be right
without approving it, for in humans it is necessary that
the rational principle, or the intellectual discernment of
right and wrong, should be aided by instinctive determi-
nations. When these feelings of the heart support the per-
ceptions of the understanding, we are provided with the
motivation for moral behavior. Here Price agrees with
Hutcheson, pointing out that he has never disputed that
we owe much to an implanted sense and its determina-

PRICE, RICHARD

tions. He means to resist only the claim that we owe our
knowledge of right and wrong to such a sense.

Our ideas of the good and ill desert, the third sort of
perception concerning actions which Price notes, carry
the mind to the agent. He finds that we cannot but love a
virtuous agent and desire his happiness above that of oth-
ers. Quite apart from any advantage which we may gain
from someone else’s virtuous behavior, we have an imme-
diate approbation of making the virtuous happy and of
discouraging the vicious.

Price distinguishes between abstract and practical
virtue. Abstract virtue denotes “what an action is inde-
pendently of the sense of an agent; or what, in itself and
absolutely, it is right such an agent, in such circum-
stances, should do.” But Price recognizes that the actual
practice of virtue depends on the opinion of the agent
concerning his actions. Thus, an agent may be mistaken
about his circumstances but sincere about what he
believes he ought to do. In this respect practical virtue
may diverge from abstract virtue but be no less obligatory
insofar as the agent acts from a consciousness of recti-
tude. The ideal state of affairs is a correspondence of
practical virtue with abstract virtue. Its achievement
depends on the liberty and intelligence of the agent.
These constitute the agent’s capacity for virtue, and
intention gives virtue actual being in a character. Price
takes a short way with the question, “Why be moral?”
“The knowledge of what is right, without any approba-
tion of it, or concern to practise it, is not conceivable or
possible. And this knowledge will certainly be attended
with correspondent, actual practice, whenever there is
nothing to oppose it.” Why a person chooses to do what
he knows he should do is a question “which need not and
should not be answered.”

Benevolence is not the sole virtue. We also have
duties to God and to ourselves, and there is room for
many other sorts of good behavior, such as veracity, sin-
cerity, and gratitude. As a measure of virtue Price offers
the rule that “the virtue of an agent is always less in pro-
portion to the degree in which natural temper and
propensities fall in with his actions, instinctive principles
operate, and rational reflexion on what is right to be
done, is wanting.”

Price discusses at length the relation of morality to
the divine nature. Just as moral right and wrong are inde-
pendent of man’s mind, they are also absolutes for God.
Were this not so, there would be no sense in which God’s
will could be good.
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PRIESTLEY, JOSEPH

FREEDOM OF THE WILL

Price and Priestley published a set of letters as A Free Dis-
cussion of the Doctrines of Materialism and Philosophical
Necessity (London, 1778). The correspondence had its
origin in Price’s criticism of Priestley’s Disquisitions
Relating to Matter and Spirit. The letters cover the nature
of matter, the human mind, the mortality of the soul, the
essence of the deity, and the doctrine of necessity. The last
topic is the one that is treated in the most interesting way.
Priestley contended that there can be no human liberty
because “liberty” must mean someone’s willing without a
motive, which he regards as impossible. Price enlarges on
the account of liberty that he offered in A Review of the
Principal Questions in Morals. He argues that human
agents are not physical objects but unique entities capable
of self-determination. Consider the difference between a
man who is dragged by a superior force and a man who
follows a guide for a reward. Both of these examples may
be certainties, but having different foundations, they are
of totally different natures. “In both cases the man might
in common speech be said to follow; but his following in
the one case, however certain in event, would be his own
agency: In the other case, it would be the agency of
another. ... In the one case, superior power moves him:

In the other he moves himself.”

See also Burke, Edmund; Clarke, Samuel; Hume, David;
Hutcheson, Francis; Liberty; Locke, John; Moral Prin-
ciples: Their Justification; Moral Sense; Priestley,
Joseph; Properties; Responsibility, Moral and Legal.
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PRIESTLEY, JOSEPH

(1733-1804)

Joseph Priestley, the English scientist, nonconformist
minister, educator, and philosopher, was born at Birstall,
Yorkshire, the son of a cloth dresser. His mother died in
1740, and in 1742 Priestley was adopted by a childless
well-to-do aunt, Mrs. Keighley, a convinced but unbig-
oted Calvinist. A sensitive child, Priestley suffered greatly
because he could not convince himself that he had expe-
rienced the “new birth” essential, on the Calvinist scheme,
for his salvation. As a result of these childhood miseries
Priestley was left, he tells us, with “a peculiar sense of the
value of rational principles of religion” as opposed to the
“ignorance and darkness” of Calvinism.

Until the age of sixteen Priestley was educated at a
conventional grammar school. For the next three years,
his health being too poor for regular studies, he in large
part educated himself, reading his way into mathematics,
physics, and philosophy and undertaking the study of
European and Middle Eastern languages. In 1752 his
health improved and he entered Daventry Academy, a
university-type institution set up by nonconformists
because Oxford and Cambridge would not admit non-
conformists to a degree.

At Daventry the emphasis was on free discussion,
and the curriculum was considerably broader than at
Oxford or Cambridge. Priestley was introduced to David
Hartley’s Observations on Man (1749) and was at once—
and permanently—converted to Hartley’s general out-
look. The simplicity and generality of Hartley’s
associationist psychology appealed to Priestley’s matur-
ing scientific instincts; it provided a theoretical founda-
tion for his belief in perfectibility through education; and
it offered a psychological alternative to the doctrine of
free will, which Priestley’s reading of Anthony Collins’s
Philosophical Inquiry concerning Human Liberty and
Necessity (1714) had already caused him to reject.

In 1755 Priestley entered the ministry, taking over a
decaying congregation at Needham Market, Suffolk.
Stammering and unorthodox, he was not a success as a
minister. He moved in 1758 to a more sympathetic but
equally impoverished congregation at Nantwich in
Cheshire. In an attempt to increase his income he set up
a school where, perhaps the first to do so, he taught
experimental science with the help of an “electrical
machine” and an air pump.

Appointed in 1761 as “tutor of the languages” at
Warrington Academy in Lancashire, Priestley taught ora-
tory, literary criticism, grammar, history, and law, as well
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as languages. Characteristically, on all these latter topics
Priestley developed ideas that he sooner or later pub-
lished. The Rudiments of English Grammar (1761), many
times reprinted, is typical of his innovating boldness,
insofar as he tried to simplify English syntax by removing
from it the complications introduced by classically
trained grammarians. His A Chart of Biography (1765)
and A New Chart of History (1769) were even more
enthusiastically received; they won for him not only his
sole academic distinction, the doctorate of laws of the
University of Edinburgh, but also his fellowship of the
Royal Society.

Priestley’s days of relative isolation were now over. In
1762 he married an ironmaster’s daughter, Mary Wilkin-
son, an intelligent woman with a sense of humor and
considerable force of character—qualities she was to need
in the years to come. His duties at Warrington left him
free to visit London for a month each year, where he came
into contact with an active group of scientists, philoso-
phers, and political thinkers, including Benjamin
Franklin and Richard Price. Franklin encouraged Priest-
ley’s project of writing a history of electrical experiments.
The work that resulted, The History and Present State of
Electricity, with original Experiments (1767), is a notable
contribution to the history of science. Describing a num-
ber of important original experiments, it is also in some
respects the most theoretically adventurous of Priestley’s
scientific works. It contains as well Priestley’s reflections
on the use of hypotheses in scientific procedures as a
guide to experimentation.

EDUCATION AND GOVERNMENT

Like many of his fellow dissenters, Priestley was greatly
interested in educational reform. Education had, he
thought, thus far concentrated unduly on the needs of the
clergy. His An Essay on a Course of Liberal Education for
Civil and Active Life (1765) is a plea for a curriculum that
should be suitable for men of affairs, emphasizing history
and public administration rather than the classical lan-
guages. Priestley did much to encourage the teaching of
history in the nonconformist academies. A set of lectures
that he delivered at Warrington (published in 1788 as Lec-
tures on History and General Policy) provided not only the
academies but also the new American colleges with a text
suitable for their needs; it was, indeed, recommended
even at Cambridge. It is a summary account of the main
historical sources, with an emphasis on commerce, law,
and administration, rather than a historical textbook of
the ordinary kind.

PRIESTLEY, JOSEPH

Priestley’s political theory was closely related to his
interest in education and his experience as a member of a
minority group. In an appendix to his Essay on a Course
of Liberal Education he developed an argument against
the introduction of a state system of education, which
would inevitably, he thought, favor the status quo and
produce a quite undesirable uniformity of conduct and
opinion. Like John Stuart Mill after him, Priestley gloried
in diversity; uniformity, he said, is “the characteristic of
the brute creation.”

These reflections were more fully worked out in An
Essay on the First Principles of Government (1768), which
bears the subtitle On the Nature of Political, Civil and Reli-
gious Liberty. For Priestley, the preservation of civil liberty
was the crucial political issue. Deciding who should par-
ticipate in government—who, that is, should possess
political, as distinct from civil, liberty—was, he thought,
a practical matter, to be settled by considering what
groups in the community are most likely, if they possess
political power, to act for the greatest happiness of the
greatest number. Such groups remain entitled to power
only as long as they continue so to act. Legislation, on
Priestley’s view, should be kept to the minimum. What
that minimum is cannot be determined a priori but only
as a result of political experiment. But we can see at once,
Priestley thought, that legislation that restricts civil and
religious liberty is bound to be against the interests of the
community. Unlike most nonconformist upholders of
toleration and unlike his master John Locke, Priestley was
uncompromising on this point; he upheld unbounded
liberty of expression even to atheists and Roman
Catholics.

In Priestley’s eyes, the noblest of occupations was
that of the clergyman, not the lecturer, and in 1767 he
accepted a call to Mill Hill, Leeds, a congregation to
whom his religious views were exceptionally congenial.
The years Priestley spent at Mill Hill were extremely
important in his development; his salary, although small,
sufficed for his needs, and his duties left him considerable
leisure.

UNITARIANISM

Priestley had long before abandoned both the doctrine of
the atonement, on which he wrote critically in The Scrip-
ture Doctrine of Remission (1761), and orthodox Trinitar-
ianism. Now he took what was to be the final step in his
transition from Calvinism to Unitarianism. Christ, he
argued, although the Messiah, was a man, and not even a
perfect man. Priestley’s subsequent theological writings
were in large part an attempt to prove—most maturely in
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PRIESTLEY, JOSEPH

his History of Early Opinions concerning Jesus Christ
(1786)—that Unitarianism was the doctrine of the early
church. He defended his unorthodoxies both against cler-
ical attack, as in his Letters to Dr. Horsley (1783-1786),
and, as in his Letters to a Philosophical Unbeliever (Pt. 1,
1780; Pt. 11, 1787), against those who, like Edward Gib-
bon, could not understand why Priestley did not make a
complete break with Christianity. Priestley valued his the-
ological writings above all his other work. A firm belief in
Providence is everywhere evidenced in his writings. Few
men have committed themselves so often and so
absolutely to the doctrine that “all is for the best in the
best of all possible worlds,” although he also believed that
the future world could—and therefore would—be better.

SCIENTIFIC ACHIEVEMENT

It was as a scientist that Priestley won his international
reputation. He published in 1772 what was intended to be
the second section of a general history of science, The
History of the Present State of the Discoveries relating to
Vision, Light and Colours; but this work, invaluable
though it still is to historians of science, did not arouse a
great deal of interest. Priestley therefore abandoned his
large-scale historical project and concentrated instead on
chemistry. His first chemical publication, in 1772, was of
an unusually practical character: It described a method of
producing “mephitic julep,” or soda water. But it was the
paper “On Different Kinds of Air,” which he read in that
same year to the Royal Society,” that at once established
his reputation as a chemist. In 1774 he prepared the first
edition of Experiments and Observations on Different
Kinds of Air; this he republished in a series of editions,
with important changes in contents, in method of organ-
ization, and even in title, until 1790.

By the end of that period Priestley, following up the
work of Joseph Black and Henry Cavendish, had consid-
erably enlarged our knowledge of the chemical properties
of gases. He differentiated between nine gases, of which
only three had previously been known to science, and
described a method of collecting them. Of particular
importance was his preparation of “dephlogisticated air”
(oxygen), which he produced on August 1, 1774, by heat-
ing red mercuric oxide. It then became clear that air was
not an element. Priestley went on to examine the proper-
ties of oxygen; in a series of chemicobiological experi-
ments he brought out its importance for animal life.

As a resourceful experimenter, using simple and eco-
nomical methods, Priestley has had few equals. But it was
left to others, to Cavendish and Antoine Lavoisier, to
appreciate the theoretical significance of his work. Priest-

ley had isolated oxygen and had observed its importance
in combustion; he had passed a spark through a mixture
of hydrogen and oxygen and had noticed that dew was
formed. Yet his last scientific work (1800) bore the title
The Doctrine of Phlogiston established and that of the Com-
position of Water refuted. Although he had himself carried
out important quantitative experiments, he did not
appreciate the significance of the quantitative considera-
tions by which Lavoisier overthrew the phlogiston theory.

PHILOSOPHY

Much of Priestley’s most important scientific work was
carried out at Shelburne, where from 1772 until 1780 he
acted as “librarian and literary companion” to the Earl of
Shelburne. During these same years Priestley embarked
upon his most substantial metaphysical works. He began
in 1774 with An Examination of Dr. Reid’s Inquiry into the
Human Mind on the Principles of Commonsense, Dr. Beat-
tie’s Essay on the Nature and Immutability of Truth, and
Dr. Oswald’s Appeal to Commonsense on Behalf of Reli-
gion, commonly referred to as An Examination of the
Scotch Philosophers. This is a vigorous polemic, which sets
out to demonstrate the superiority of Hartley’s psychol-
ogy to the philosophy of the Scottish commonsense
school, a philosophy that Priestley thought obviously
reactionary insofar as it substituted for the simple Locke-
Hartley theory of mind “such a number of independent,
arbitrary, instinctive principles that the very enumeration
of them is really tiresome.” All the so-called instinctive
beliefs of common sense can, Priestley set out to show, be
derived from the operations of associative principles
working on the materials provided by sensation. He came
to regret in later life the tone of this publication but never
its doctrines.

MATERIALISM. Hoping to make Hartley’s views better
known, Priestley published an abridged version of Hart-
ley’s Observations on Man in 1775 as Hartley’s Theory of
the Human Mind on the Principle of the Association of
Ideas. In his preface, Priestley somewhat tentatively sug-
gested that all the powers of the mind might derive from
the structure of the brain. Even as a suggestion this cre-
ated a considerable uproar, but Priestley was not to be
intimidated by clerical clamor. Convinced that material-
ism was the natural metaphysical concomitant of Hart-
ley’s associative psychology, he set out, therefore, in his
Disquisitions Relating to Matter and Spirit (1777) to
demonstrate that materialism was theologically, scientifi-
cally, and metaphysically superior to orthodox dualism.
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On the theological side, materialism had commonly
been objected to on the ground that it is incompatible
with immortality. Man, Priestley replied, is not “natu-
rally” immortal; he is immortal only because, as we know
from revelation, God chooses to resurrect him; this resur-
rection is of the body and therefore also of the body’s
mental powers. As for the commonplace metaphysical
objections to materialism, these are based, according to
Priestley, upon an untenable conception of matter as
being by nature inert and therefore incapable of exerting
mental activity. To such a concept of matter Priestley
opposed the physical theories of his friend and fellow sci-
entist John Michell and the Jesuit mathematician Roger
Boscovich. Material objects, on their view, are centers of
force; if this is the nature of matter, Priestley argued, there
is no good reason for denying that mental operations are
part of the activity of a material object. On the other
hand, there are very good reasons for objecting to the tra-
ditional dualism, which is quite incapable of explaining
how mind and body can enter into any sort of relation-
ship.

DETERMINISM. Priestley had been a determinist long
before he became a materialist, but not until 1777, in The
Doctrine of Philosophical Necessity [llustrated, did he fully
present his case against free will; indeed, even then he
thought of himself as supplementing Thomas Hobbes,
Collins, David Hume, and Hartley with illustrations
rather than as working out an entirely independent posi-
tion. The doctrine of free will, he argued, is theologically
objectionable because it cannot be reconciled with the
existence of an all-seeing Providence; from a metaphysi-
cal standpoint, it makes human actions quite unintelligi-
ble, and ethics has no need of it. As a basis for our
everyday moral judgments, the distinction between act-
ing voluntarily and acting under compulsion is certainly
important, but this distinction does not, according to
Priestley, rest upon a metaphysical conception of free
will.

Priestley’s metaphysical unorthodoxies considerably
disturbed his old friends, provoking a candid but good-
tempered correspondence with Richard Price, published
in 1778 as A Free Discussion of the Doctrines of Material-
ism and Philosophical Necessity Illustrated. Developing his
views on the relation between moral judgments and
determinism, Priestley admitted that the determinist will
prefer to avoid describing people as blameworthy or
praiseworthy. He will say of them, rather, that they have
acted, or have not acted, from good principles—from
principles, that is, that are conducive to the general hap-
piness. But the determinist’s different method of describ-
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ing moral conduct has, Priestley thought, no practical
consequences, and if determinism is in some respects
inconsistent with everyday usage, this is even more true of
libertarianism.

LATER YEARS

There was a real risk, however, that Priestley’s reputation
for materialism might endanger the earl of Shelburne’s
political ambitions. Perhaps for this reason Priestley and
Shelburne parted amicably in 1780, when Priestley, refus-
ing Shelburne’s offer of a post in Ireland, took up resi-
dence in Birmingham. There he had a circle of congenial
friends who were prepared to offer him financial as well
as intellectual support. He became a member of the
Lunar Society, with which were associated men of the cal-
iber of Erasmus Darwin and James Watt, and he enjoyed
the friendship and help of the scientifically minded pot-
ter Josiah Wedgwood, who supplied him with apparatus
specifically designed for his chemical experiments. Much
of Priestley’s scientific work in this period, under
Alessandro Volta’s influence, conjoined his two main sci-
entific interests: electricity and gases. He examined the
effect of passing electrical sparks through a variety of
gases and studied their thermal conductivity.

He was by no means unsympathetic to the laissez-
faire sociopolitical attitude of Birmingham industrialists.
In Some Considerations on the State of the Poor in General
(1787) he strongly criticized the poor laws and elsewhere
opposed apprenticeship laws and laws for regulating
interest rates. On his view, any sort of social welfare legis-
lation “debased the very nature of man” by treating him
as someone who had to be provided for. Although Priest-
ley warmly supported schemes for cooperative insurance
against hardship, he was opposed to any legislation that
might diminish independence or increase the power of
the state over individuals.

POLITICAL RADICALISM. In general terms, Priestley’s
life at Birmingham was a continuation and development
of his earlier activities; theological controversy continued
to be his main interest. But one event transformed his life
and modified his political attitudes: the French Revolu-
tion. Reacting to that revolution, the British government
became steadily more intolerant and conservative, and
Priestley came to think that extensive political innova-
tions were a necessary condition for the preservation of
civil liberty. He moved toward political radicalism of the
nineteenth-century kind in his Letters to Edmund Burke
occasioned by his Reflections on the Revolution in France
(1791) and in the anonymously published A Political Dia-
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logue on the General Principles of Government (1791). He
had formerly been accustomed to describe himself as “a
Unitarian in religion but a Trinitarian in politics” because
he had accepted the view that liberty rested on the bal-
ance between king, Commons, and House of Lords. He
now came to feel that there should be but one source of
political power, the will of the people as it would be rep-
resented in a reformed House of Commons.

On July 14, 1791, the Friends of the Revolution
organized a dinner at Birmingham (Priestley was not
present) in order to commemorate the fall of the Bastille.
This was the last straw. With the encouragement, it would
seem, of the authorities, an angry mob attacked the non-
conformist chapels, then turned their attention to Priest-
ley’s house, destroying his books and furniture. Priestley
was persuaded by his friends to leave Birmingham for
London where he was, however, shunned by his scientific
colleagues.

LIFE IN AMERICA. For some years, Priestley had been
contemplating migration to the United States, where his
three sons had already gone. In 1794 he left for New York
and finally settled in Northumberland, Pennsylvania.
There, still supported by his old friends, he continued to
experiment and to write, mainly on theological ques-
tions.

He was disappointed, however, by the orthodoxy of
the American clergy and alarmed by the growth of intol-
erance in the United States. Although he took no part in
politics, he wrote an uncompromising exposition of his
political and religious views in Letters to the Inhabitants of
Northumberland (1799). There was talk of his being
deported under the Aliens Act, but John Adams would
not permit the application of the act to “poor Priestley.”
With the election of Thomas Jefferson to the presidency,
Priestley was not only secure but also at last on good
terms with authority. Jefferson consulted him on educa-
tional questions, and Priestley’s Socrates and Jesus Com-
pared (1803) precipitated Jefferson’s “Syllabus” of his
religious beliefs. Another of Priestley’s works, The Doc-
trines of Heathen Religion Compared with those of Revela-
tion (1804), awoke in Adams an enthusiasm for
comparative religion. Priestley’s last years, from 1801
until his death, were marred by ill health and bereave-
ments, but his diversified intellectual interests remained
with him until the end.

See also Boscovich, Roger Joseph; Collins, Anthony; Dar-
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PRIMARY AND
SECONDARY QUALITIES

The distinction between “primary and secondary quali-
ties,” first stated and thus named by Robert Boyle,
received its classical formulation in John Locke’s Essay.
There Locke states that apart from ordinary causal prop-
erties or “powers,” material objects possess five primary
qualities—extension (size), figure (shape), motion or
rest, number, and solidity (impenetrability)—and many
secondary qualities, such as color, taste, smell, sound, and
warmth or cold. This distinction was made in the context
of representative realism; that is, it was presupposed that
the qualities of objects are quite distinct from, and are in
fact causes of, “ideas” (representations or sensa), which
are the only immediate objects of sensory awareness. The
basis of the distinction was twofold. First, perceived size,
shape, motion, number, and solidity are ideas caused by
and exactly resembling the corresponding primary quali-
ties of objects; perceived color, taste, smell, sound, and so
on are caused by, but do not resemble, the corresponding
secondary qualities. Second, the primary qualities are
inseparable from matter and are found in every part of it;
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the secondary qualities are not true qualities of matter
but are merely powers in the objects to produce sensory
effects in us by means of the primary qualities in their
minute parts. Thus, red as experienced (idea or sensum)
is the effect of the secondary quality red, which is merely
the power possessed by a special texture or surface struc-
ture of the object to reflect certain light frequencies and
to absorb others.

This formulation is rather clumsy, and since George
Berkeley the custom has been to apply the first part of the
distinction to the qualities of the ideas or sensa. The pri-
mary or spatiotemporal qualities of these data may then
be said to characterize the object as well, for instance, the
sensum is square and so is the object; but the secondary
qualities are said not to characterize the object at all
except in a derivative way, for instance, the sensa may be
red and fragrant, but the object itself is intrinsically nei-
ther colored nor scented; it is red and fragrant only in the
secondary sense that it causes the appropriate data of
color and smell in the percipient. The doctrine is thus
essentially the same as Locke’s, but the language is slightly
different. This second formulation will be used here.

Though Boyle and Locke invented and popularized
the distinction and the terminology of primary and sec-
ondary qualities, the distinction dates back in principle to
Democritus, who said that sweet and bitter, warm and
cold, and color exist only by convention (vduw), and in
truth there exist only the atoms and the void (Fr. 9, Diels
and Kranz). The distinction was revived by Galileo Galilei
and accepted by René Descartes, Isaac Newton, and oth-
ers.

ARGUMENTS FOR THE DISTINCTION

RELATIVITY AND MEASUREMENT. The relativity argu-
ment is the most important one: Secondary qualities are
affected by the condition of our sense organs and nervous
system, by our distance from the object or its motion rel-
ative to us, by the lighting or by such intervening media
as fog. Since secondary qualities thus vary according to,
and depend for their nature on, factors quite external to
the physical object, they cannot be intrinsic properties of
it. This point was elaborated by Locke in various exam-
ples, two of which follow: (a) If one takes three bowls of
water, one judged hot, one judged cold, and one judged
medium, and places one hand in the hot water and the
other hand in the cold, and then transfers both hands to
the middle bowl, the water in that bowl will feel hot to the
hand that has been in the cold water and cold to the hand
that has been in the hot water. But since it cannot be both
hot and cold, hot and cold are therefore not intrinsic
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properties of the water. (b) Marble is not colored in the
dark; its color appears only in the light. But presence or
absence of light cannot alter its real properties, so that the
perceived color cannot be included among them.

If we grant the position of representative realism that
hot, cold, and color, as experienced, are qualities of ideas
or representations, then it is plausible to suppose on these
grounds that they do not also characterize objects or
resemble properties of objects. (Locke does not always
make it clear that representative realism is to be presup-
posed). But this claim is apparently open to the insuper-
able objection, stated by Berkeley, that the primary
qualities also vary: The object’s apparent shape or size
varies just as much as its color or sound. This would
mean that shape and size as perceived do not characterize
objects or resemble the actual properties of the object,
thus subverting the whole basis of the distinction. That
Locke did not see this may have been partly because he
felt that he had to argue against the commonsense
assumption that all sensible qualities characterize objects,
and partly because the belief that primary qualities char-
acterize all matter was apparently guaranteed by the
physics of his day.

Although this objection is valid against Locke’s posi-
tion, it does not destroy the distinction between the pri-
mary and secondary qualities, which it is natural to recast
and support by a revised relativity argument. This new
point is that, in contrast with the secondary qualities, the
main primary qualities—shape, size, and motion—can
all be measured (solidity cannot, but it is dubious any-
how, in that most physical objects, even atoms, are far
from solid or impenetrable; number, whether there is one
object or two, seems scarcely a quality at all; strictly also
in the case of shape, what is measured are various dimen-
sions—diameters, angles, and so on—of the object, and
supporters of the distinction must maintain that these are
the differentiae of the shape). A plate may look elliptical,
but by measuring its diameters and seeing that they are
equal, we can establish that it is round; one man may look
taller than another, but their relative heights may be set-
tled by measurement, as can the speed of objects relative
to the earth. The measured size and shape of a plate may
thus be held to characterize it, and the sensible size and
shape may agree with and resemble them, so that one can
say that size and shape (and motion) are primary. Never-
theless, only in favorable circumstances does a given pri-
mary sensible quality also characterize the object (for
instance, both object and sensum are round); otherwise,
there is only a projective relationship, as between ellipti-
cal sensum and round object.
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Measurement is objective and does not vary signifi-
cantly because it is an operation that depends on the
coordination of a number of separate perceptions and
that may be performed by a number of different persons.
Consequently, variations due to the measurer on any par-
ticular occasion are compensated for and do not affect
the final result, and the various actions confirm that one
is not simply establishing the qualities of representations.
Measurement also leads to conclusions regarding the
dimensions and positions of objects in physical space that
can be verified by further activities or operations, such as
fitting the objects together, moving one’s hand between
them, rolling an object to confirm that it is round, and so
on. By contrast, the variation found in the sensory quali-
ties seems to be caused by their being simply the content
of one single act of perception limited to one person at
one time.

If all this is so, the list of primary qualities must be
somewhat amended. Shape, size, and motion remain, but
one should substitute mass for solidity. Temperature is
more difficult: Since it can be measured, it seems at first
primary. But what is measured is the property of causing
expansion in fluid or metal; this property in no way
resembles felt warmth, and in physical theory it is a form
of energy. Hence, temperature should not be regarded as
a separate primary quality. Material objects do, of course,
possess many other properties—causal and dispositional
ones, for example—as Locke realized by his doctrine of
“powers,” but part of the distinction is that only the pri-
mary ones are intrinsic (that is, possessed without refer-
ence to other objects) and that all such powers are
ultimately due to patterns of primary qualities. Even so,
the distinction would have difficulty in coping with some
intrinsic “scientific” properties, such as energy or electric
charge.

Apart from this, various objections have been made
to the distinction in terms of measurement. First, meas-
ured motion and size must be stated in terms of some
standard, such as a yard or meter; hence, they are purely
relational and are not intrinsic properties of the object.
But one can reply that it is only the description or label-
ing of the measurement that is thus relational; the motion
or extension labeled, which is actually measured, seems
intrinsic to the object.

Second, since colors and sounds may be measured, are
they not also primary? But this objection seems based on a
misunderstanding of the processes of measurement, for
one way of “measuring” color might be to compare a given
shade with a standard on a shade card; but that would be
like comparing the sensible size of two objects, not meas-

uring them. Proper measurement goes beyond this kind of
sensory experience, and even if one gives the shade a num-
ber, one cannot calculate with the results as one can with
the dimensions of objects. Normally, however, measure-
ment of colors or sounds is either the measurement of the
amplitudes or lengths of light waves or sound waves, or a
mixture of wave measurement and the comparison of
experiences. If one brings up a decibel meter and says that
the sound to be measured is 80 decibels, it is the amplitude
of the sound waves that is ultimately responsible for the
movement of the pointer to 80. It should be noted, how-
ever, that the logarithmic scale is used because of a charac-
teristic of human ears—that experienced loudness is
related logarithmically to wave amplitude.

Third, measurement is a perceptual process—at least
it relies on and largely uses perception—so it may be only
producing various correlations of sensa and never getting
through to the supposed properties of material objects at
all. This objection is made from the point of view of
phenomenalism, however, while the whole primary-
secondary quality distinction presupposes representative
realism. Supporters of the latter would say that the best
explanation of the correlation is that the sense experi-
ences arise in the measurement of actual physical objects.

ARGUMENTS FROM SCIENCE. Science can adequately
explain and describe the nature of the physical world
solely in terms of primary qualities; hence, while primary
qualities must characterize objects, there is no need to
suppose that secondary qualities must also. The latter
would be otiose, and on the principle of economy, or
Ockham’s razor (that entities should not be multiplied
more than is necessary), it would be unscientific to sup-
pose that they exist as intrinsic properties of objects. The
objection to this argument is partly that the science of
one’s day is not final (thus, Locke was persuaded by
seventeenth-century science to include solidity in the list
of primary qualities), and mainly that scientific theory
and description are not the whole truth—they describe
only one aspect of the world, being limited by their quan-
titative approach and their instruments. Secondary qual-
ities may thus be real properties of matter with biological
or aesthetic functions; Ockham’s razor oversimplifies the
facts pertaining to living things.

Investigation of the causal processes on which per-
ception depends shows that the only variables capable of
transmitting information about the properties of external
objects are spatiotemporal ones, which are associated
with primary qualities. Thus, light waves (energy distrib-
uted in space and time) pass from the object to the per-
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cipient, but nothing resembling experienced color and
sound is transmitted. But the main force of this argu-
ment, since it applies to all the senses, is neurological. The
nerves from the different sense organs to the brain are all
similar, and therefore the only variables are the frequen-
cies of the impulses (which convey the intensity of the
stimulus), their different neural pathways, and their dif-
ferent destinations in the brain. Indeed, it seems to be the
different destinations that primarily govern the type and
quality of the sensation. And although one can conceive
of primary qualities being transmitted by spatiotemporal
variables, it is difficult to conceive of color, warmth, taste,
or smell being so transmitted. (It may be objected that
radio and television can transmit color and sound by
converting them into electrical impulses for transmission
and then reconverting them. But, strictly speaking, what
is converted is not color or sound but light waves or
sound waves; moreover, the radio or television station
must use microphones and cameras to effect the conver-
sion, and there is no evidence of such conversion devices
at the objects we see or hear.)

BERKELEY'S CRITICISMS

Berkeley’s formidable criticisms of the distinction
between primary and secondary qualities have convinced
many people. We have mentioned his objection concern-
ing relativity, which, though valid against Locke, can be
avoided by restating the distinction on the basis of meas-
urement. He also has nothing to say on the scientific con-
siderations, which were not explicit in Locke. But he did
have some further well-known criticisms. First, he stated,
“An idea can be like nothing but an idea.” In other words,
our sensa, being private, mental, and directly perceivable,
cannot resemble properties of material objects that are
public, physical, and not objects of direct awareness. But
resemblance is claimed only for primary qualities; and
though sensa cannot be extended in physical space, it
seems reasonable to claim a structural resemblance, a
similarity in form, between the spatial relations that they
sensibly possess and those attributed to objects by meas-
urement; thus, it can be confirmed by measurement that
various relations between the sides of a square sensum
hold in the object. A similar resemblance seems plausible
in the case of motion. There are, however, some underly-
ing difficulties here. In the older representative realism,
sensa were mental; and since the mind was held to be
unextended, they could hardly have spatial relations. But
newer versions would allow some sensible or subjective
space different from physical space; certainly sensa seem
spatial, and there seems to be no reason why what is
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directly perceivable and what is not should be unable to
have a similar form or character.

Second, matter consisting only of primary quali-
ties—for instance, possessing extension but no color,
taste, sound or smell—is inconceivable. This objection is
beside the point: Admittedly one cannot conceive, in the
sense of “imagine” or “picture to oneself” (Berkeley’s
sense of the word), any such thing, for what we can imag-
ine is limited by past experience and perception. But the
range of possible existents need not be confined to this,
and there is much in science, particularly in modern
physics, that cannot be imagined or pictured.

See also Berkeley, George; Boyle, Robert; Colors;
Descartes, René; Galileo Galilei; Leucippus and Dem-
ocritus; Locke, John; Newton, Isaac; Pain; Perception;
Realism; Sensa; Sound.
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PRINGLE-PATTISON,
ANDREW SETH

(1856-1931)

Andrew Seth Pringle-Pattison, the Scottish personal ide-
alist, was born Andrew Seth, in Edinburgh. (He adopted
the surname Pringle-Pattison at the age of forty-two as a

condition of inheriting a family estate in Scotland.) He
studied philosophy at Edinburgh University under
Campbell Fraser. Two years of study in Germany con-
vinced him that it was the worst place for the study of
German idealism but resulted in his completing, at
twenty-four, his Hibbert essay, The Development from
Kant to Hegel. From 1880 to 1883 he served as Fraser’s
assistant at Edinburgh and then took the foundation
chair of philosophy in the University College of South
Wales at Cardiff. He left Cardiff in 1889 for the chair of
logic and metaphysics at the University of St. Andrews.
This he relinquished in 1891, when he succeeded Fraser at
Edinburgh. In 1919 he resigned, after thirty-nine influen-
tial years as a university teacher.

Philosophy for Pringle-Pattison was a serious enter-
prise of the human spirit, which he did not distinguish
strictly from a statement of his own findings in religion
and morality. His writing is clear and eloquent but not
very original. He sought to advance his subject through
critical interpretation of the great philosophers, especially
Immanuel Kant and G. W. E Hegel. He was skeptical
about the value of philosophical systems, holding that we
cannot know the universe as we can know its individual
parts; only God can do this. Rather, “the ultimate har-
mony may justifiably be spoken of as an object of faith—
something which I am constrained to believe, even
though I do not fully see it.”

Pringle-Pattison was a Scottish Hegelian with a dif-
ference. Rebelling against the absolutism of Hegel and of
such Hegelians as Francis Herbert Bradley and Bernard
Bosanquet, for whom the individual is merged in the uni-
versal, he insisted on the uniqueness of the individual
person. It is only as knower that the self is a unifying prin-
ciple. As a real being it is separate and distinct, impervi-
ous to other selves, even to God. “I have a centre of my
own—a will of my own—a centre which I maintain even
in my dealings with God Himself.” We feel this to be so; it
neither needs to nor can be established by argument. But
God too is a Person; we cannot deny him self-conscious-
ness, because this is the highest source of worth in our-
selves. Hegel and the Hegelians were at fault here also.

Philosophy, Pringle-Pattison held, cannot do justice
to “the individual within the individual—those memo-
ries, thoughts, and feelings which make each of us a sep-
arate soul” (Hegelianism and Personality, p. 217). Religion
and poetry go further and deeper than philosophy, and
this, as he said, is why he drew so frequently on the poets.

Our knowledge of the Absolute starts from experi-
ence—our experience “of the concrete worlds of morality,
of beauty, of love or of the passion of the intellectual life.”

ENCYCLOPEDIA OF PHILOSOPHY

12 2nd edition



It is, however, a postulate of reason that the world is a cos-
mos, not a chaos, which we can gradually explore but
never grasp in its entirety. Pringle-Pattison described his
philosophy as “a larger idealism” that reconciles the dic-
tates of morality and religion with the findings of science,
purpose being the supreme category.

He was cautious in his claims about immortality. The
nature of the soul is such that it is reasonable to entertain
the hypothesis of its survival, and since human spirits
must be “values for God” they were surely not made to be
constantly destroyed and replaced by others. Yet if there is
personal immortality, it is not the inherent possession of
every human soul but must be won by the continuous
effort needed to develop a coherent self. Morality does
not depend on personal immortality, nor need immortal-
ity be the central article of philosophy or religion. In the
apprehension of Truth, Beauty, and Goodness—eternal
realities—man has already tasted eternal life and so
should not be much concerned about personal survival.

See also Absolute, The; Bosanquet, Bernard; Bradley,
Francis Herbert; Hegel, Georg Wilhelm Friedrich; Ide-
alism; Kant, Immanuel.
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PRIOR, ARTHUR NORMAN

(1914-1969)

Arthur Norman Prior was born on December 4 at Mas-
terton, near Wellington, New Zealand. He acknowledged
an early philosophical debt to John Findlay. But his first
academic post was at Canterbury University College,
where he succeeded Karl Popper. He was the visiting John
Locke Lecturer at Oxford in 1956, and in 1958 he was
appointed a professor of philosophy at the University of
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Manchester. After short periods as a visiting professor at
the University of Chicago and at the University of Cali-
fornia at Los Angeles, he moved in 1966 to a tutorial fel-
lowship at Balliol College, Oxford, and Oxford University
appointed him to a concurrent readership.

Prior’s early intellectual interests were very much
religious in character. He was influenced for several years
by the theologian Arthur Miller, who combined a strict
adherence to Presbyterian doctrine with an equally strong
support for socialism and opposition to nationalism. But
Prior’s pacifism weakened, and he served from 1942 to
1945 in the New Zealand air force. And the central focus
of his interests gradually shifted—helped by an occa-
sional bout of atheism—from theology to ethics and
logic. He exchanged ideas with a wide circle of friends
and acquaintances, and his hospitality to students was
legendary.

Prior’s first book, Logic and the Basis of Ethics (1949)
traced seventeenth-, eighteenth-, and nineteenth-century
anticipations of G. E. Moore’s criticism of the so-called
naturalistic fallacy. But his main claim to fame lies in his
pioneering work on the formal logic of temporal rela-
tionships. His most important investigations in this field
were published in Time and Modality (1957), Past, Pre-
sent, and Future (1967), and Papers on Time and Tense
(1968). But he also wrote on several logical topics in this
encyclopedia; he published a substantial survey of the
current state of logical inquiry under the title of Formal
Logic (1955; 2nd ed., 1962); and a posthumous volume of
papers, Objects of Thought (1971), was edited by P. T.
Geach and A. J. P. Kenny.

Prior almost always used the Polish style of notation
in the discussion of logical proofs and principles and was
a convinced, though largely unsuccessful, champion of its
virtues. The major inadequacy in his tense logic, however,
was a failure to discuss or accommodate aspectual differ-
ences—roughly, differences between the meanings
expressed by verbs in a perfect tense and those expressed
by verbs in an imperfect tense (see Galton, 1984). Other
criticisms may be found in L. J. Cohen’s (1958) review of
Time and Modality and in his subsequent controversy
with Prior (Philosophy 34 [1959]). In his Formal Logic
Prior displayed an impressively wide acquaintance with
logical systems outside the field of tense logic, and this
book remains a useful text for anyone interested in com-
parisons between different axiomatizations of the propo-
sitional calculus, between different kinds of logical
quantification, between different modal logics, or
between different three-valued or institutionist logics.
But the treatment of metalogical issues in the book is
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occasionally rather selective: for example, in its discussion
of completeness proofs for the predicate calculus as
against its treatment of completeness proofs for the
propositional calculus.

Outside the brilliant originality of his work on tense
logic, perhaps Prior’s most striking idea was expressed in
“The Runabout Inference-Ticket” (1960), where he
argued that, if the meaning of a logical connective con-
sisted just in the logical uses to which it can be put (as
many seemed to hold), then it would be easy to invent a
connective with a meaning that would enable one to infer
any conclusion from any premises.

See also Atheism; Modal Logic; Moore, George Edward;
Nationalism; Pacifism; Popper, Karl Raimund; Social-
ism.
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PRIVATE LANGUAGE
PROBLEM

The private language problem is essentially the question
of whether or not a language as a system of symbols that

are means of thinking is, of necessity, a language as a sys-
tem of symbols that are means of communication. Defin-
ing “private language” as language (in the sense of means
of thinking) which in principle the speaker alone can
understand (so that it cannot serve as a means of com-
munication), our question is roughly equivalent to: “Is a
private language possible?” Many philosophers, following
Ludwig Wittgenstein, have made the claim (here called
the private language thesis, abbreviated PLT) that private
languages are impossible. Armed with it, they have
argued against solipsism, phenomenalism, the analogical
or empirical view of one’s knowledge of other minds, and
against mind-body dualism. Some of them have gone on
to argue for certain versions of philosophical behaviorism
as well as for the view that the meaning of a word consists
of its use or employment in a social practice and not in its
referring to something or its designating a kind of entity.

Thus, the PLT has been a central principle in the
cluster of Wittgensteinian doctrines. It is not clear, how-
ever, that exactly the same thesis figures in all the argu-
ments in question, since the idea of a private language
varies in different contexts. There is, therefore, a multiple
problem: First, to differentiate the several propositions
which pass as the PLT by clarifying the sense of “private
language” being used; second, to determine which ones
are true; and third, to explain why they are supposed to be
intimately related. These problems differ from the ques-
tion, debated around 1930, of whether or not it is possi-
ble to start with a private language about one’s sensations
or “raw” feelings and arrive at the intersubjective and
communicable language of science. (On this question, see
Rudolf Carnap, “Psychology in Physical Language,” and J.
R. Weinberg, An Examination of Logical Positivism.)

THE SENSE OF “IMPOSSIBLE”

In all the interpretations of the PLT, the word impossible is
understood in a strong sense that is not easy to character-
ize precisely. Some philosophers speak of “logical impos-
sibility,” but they do not necessarily mean that private
languages are impossible in the sense that unbounded tri-
angular figures are impossible. The expression
“unbounded triangular figure” reduces to the formal self-
contradiction “unbounded figures bounded by three lines”
by means of a substitution allowed by the definition of
“triangle.” But few philosophers would suggest that there
is a similarly ready definition of “language” by means of
which we can produce a formal self-contradiction “private
so-and-so which is not private.” The impossibility at issue
is like (1) the impossibility of unextended red things (that
is, the impossibility that something be red and yet lack
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width or length), or (2) the impossibility of a cube with
fewer than eight edges. These do not lead straightfor-
wardly to formal contradictions, since there are no defini-
tions for all the terms involved; they depend on
implication relations that constitute the concepts involved
in their statement. In the last analysis, the persistent rejec-
tion of (1) and (2) evidences the failure to understand the
meanings of all the words involved, that is, the lack of
some of the relevant concepts. But (1) is unprovable and
obvious, and (2) only needs a trivial argument, while the
PLT (if true) requires careful reasoning. We shall speak of
conceptual impossibility to refer to any formal self-contra-
diction, to any impossibility which entails a formal self-
contradiction, and to any a priori impossibility such as
that found in the above examples (1) and (2).

THE PRIVATE LANGUAGE THESIS

The most important propositions often discussed as the
PLT, each embodying a different idea of private language,
are the following:

PLT*: It is impossible for a man to use a word with a
meaning that nobody else could, even in principle,
understand.

PLT-1: It is impossible for a man to use words that
refer to private objects, that is, objects that nobody else
could—even in principle—know. (For subtheses arising
out of the ambiguities of “know,” see H.-N. Castaneda,
“The Private-Language Argument.”)

PLT-2: It is impossible for a man who has always
lived in isolation to possess a language, even if his sounds
are understandable by another person.

Here the expressions “could not in principle” and
“impossible” are meant to express conceptual impossibil-
ity. PLT* allows that a man may use words with meanings
that nobody else in fact understands, provided that they
are understandable to other people in the appropriate cir-
cumstances. PLT-1 allows that a man may refer to objects
that, in fact, he alone knows, but again others must be
capable of knowing them in the appropriate circum-
stances. PLT-2 allows that a man, like Robinson Crusoe,
keeps possession of a language he learned previously
while living in a community of speakers.

Many philosophers assume that it is conceptually
impossible for two persons to share one and the same
immediate sensation. Many also hold that, in a strict
sense of “know,” others do not really know whether one
has a certain immediate sensation or not, precisely
because they cannot share it. On these assumptions, a
language about one’s own immediate sensations would be

PRIVATE LANGUAGE PROBLEM

a language of the sort that PLT-1 claims to be impossible.
Indeed, such a language is customarily regarded as the
would-be prototype of private language.

In general, on the assumption that (direct) knowl-
edge of the referent of a word is required for understand-
ing the meaning of the word in question, PLT* entails
PLT-1. On this assumption, a language about one’s own
immediate sensations is also private in the way that PLT*
claims to be impossible.

PLT-1 does not entail PLT*. A word might have a
meaning understandable to only one person because the
word itself is a private object in the sense of PLT-1, even
though everybody may be acquainted with the physical
objects it refers to. For example, the words of a person’s
language might all be mental images of German written
words, so that all his thinking would be a sort of mental
reading of German. In this case, the referents of the words
would be public, but the words themselves would be pri-
vate and hence unintelligible to others.

PLT-2 neither entails nor is entailed by PLT-1. If PLT-
2 is true, then if on the previous assumptions about sen-
sations, one’s language about one’s own sensations is
private in the sense of PLT-1, then one could still, in prin-
ciple, invent such a language. Conversely, the truth of
PLT-1 does not by itself make it impossible for an isolated
person to invent a language about physical objects. Simi-
larly, PLT-2 neither entails nor is entailed by PLT*.

APPLICATIONS OF PRIVATE LANGUAGE THESES. The
important claims made with the help of the PLT do
require other assumptions, which in their turn play roles,
as we shall see, in the defense of the PLT itself. The most
natural and pervasive of these assumptions is the follow-
ing:

(A) In the sense of “thinking” in which one can both
have a false (or true) thought and draw inferences from
what one thinks, it is conceptually impossible to think
without possessing a language that is a means of thinking.

From this assumption and PLT-2, one can conclude
that the fact that one thinks, guarantees the existence of
other persons, namely, one’s fellow speakers of the same
language. Thus, the solipsist who merely asserted that it is
possible that he alone exists at the time he is thinking
would be contradicting himself (an argument of this sort
can be constructed with premises suggested by Rush
Rhees in “Can There Be a Private Language?”). Of course,
many philosophers have serious objections to (A).

The existence of hallucinations, illusions, and visual
perspective leads many philosophers to characterize every
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case of perception in terms of our apprehension of sense
data or immediate impressions. Some have proceeded to
espouse a phenomenalistic program of “logical recon-
struction” of physical objects and minds as systems of
sense data; others, however, have subscribed to some
form of realism, that is, the complete irreducibility of
physical objects and minds to sense data. But all of them
have recently been criticized on the ground that the lan-
guage of sense data is private in either the sense of PLT*
or the sense of PLT-1. Here, in addition to (A), the critics
need the following assumption:

(B) If it is conceptually impossible that there be a
language about entities of a sort T, then there are no enti-
ties of sort T.

Again, some philosophers would claim against (B)
that if PLT* or PLT-1 is true, then sense data or the given
in experience are simply ineffable.

Many philosophers have subscribed to some form or
other of a principle of verification, for example:

(C) It is conceptually impossible to understand a
sentence without knowing what state of affairs would ver-
ify the statement made with it.

Assumption (C) leads to the view that language
about states of consciousness is private, if we add to it and
(A) and (B) the following principle:

(P) Only the person himself can verify conclusively
and directly that he has certain experiences.

On this view, for instance, when someone else speak-
ing about me says, “He is in pain,” he cannot understand
or mean exactly the same thing that I understand and
mean when, of myself, I say, “I am in pain.” But if PLT* is
accepted, one is involved in a contradiction. Here many
philosophers have given up (P), and in order to guarantee
that everybody else can know what somebody is feeling or
thinking, some philosophers have espoused some form of
behaviorism, that is, a view according to which every
description of a person’s experiences or mental states is
really shorthand for (synonymous with) a description of
his bodily movements, his relations to other bodies, and
his abilities to perform further movement. This is often
supplemented with the supposition that first-person
utterances like “I have a headache” do not make state-
ments of direct knowledge but are, rather, learned
responses, analogous to the natural responses of moan-
ing, crying, and so on, which are said to constitute the
person’s ache. As is to be expected, other philosophers
have preferred to keep (P) and reject one or more of the
other premises, in particular (C) or PLT*. (See Castarieda,

op. cit., Part B, for a discussion of the privacy of experi-
ences.)

THE MAIN ARGUMENTS FOR THE PLT. There are
many arguments seeking to prove that being private
makes it impossible for a language to have a property
required for the existence of a language. Most of the argu-
ments depend on the following assumption:

(D) A language is a system of rules, and to speak or
write a language is to follow rules.

On this assumption, it suffices to establish the PLT to
show that a man (say, Privatus) cannot be following rules
when he is using a private language (to be called Pri-
vatish). This is, in fact, what a series of arguments sug-
gested by Wittgenstein purports to do. The gist of the
argument is as follows: A rule is, by its very nature, the
sort of thing that can be misapplied (or disobeyed), but
Privatus cannot misapply the rules of Privatish; hence,
when speaking Privatish, Privatus is not following rules.
The specific arguments are meant to support the crucial
premise:

(1) Privatus cannot misapply the rules of Privatish.

A fair objection to (1) is that Privatus can certainly
make slips; he may call something of kind A “B,” whatever
“A” and “B” may mean in Privatish. Slips of the tongue
are precisely ways in which one violates the rules (if there
are such) of natural languages. For instance, if there are
rules of English governing the application of color words
to physical objects; whenever one commits a slip of the
tongue and calls a red object “blue,” then one misapplies
either a rule governing the use of “red” or one governing
the use of “blue.”

This reply to (1) is often met by several rejoinders.
The first claims both that a slip counts as a misapplication
of a linguistic rule only if there is a way in which the
speaker can in principle detect and correct his slip and
that Privatus cannot detect or correct his slips. This
rejoinder, however, changes the issue, since premise (1)
says nothing about verifying the existence of a misappli-
cation of a rule. Nevertheless, the rejoinder has a point,
for if to use words is to apply rules, then one must at least
sometimes be able both to know of one’s misapplications
of the rules for the use of one’s words and to know how
to make the appropriate corrections. The question of
whether or not Privatish allows this is discussed below
under premise (2).

The second rejoinder is that to obey a rule is a custom
(use, institution), but Privatus’s actions cannot constitute
a custom (see Ludwig Wittgenstein, Philosophical Investi-
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gations, Sec. 199). This rejoinder would establish PLT-2
but not PLT* or PLT-1. For it may be a custom in a tribe
that people use words which they alone understand in the
ways required by PLT* or PLT-1. But as an argument for
PLT-2 the rejoinder is by itself question-begging. It must
be supported by an argument which shows that obeying
arule is indeed a custom.

The third rejoinder is that Privatus’s slips do not
count as violations of the rules of Privatish because we
cannot be corrected or taught by others what is the cor-
rect thing to say (see Wittgenstein, op. cit., Sec. 378, and
Norman Malcolm, “Discussion of Wittgensteins Philo-
sophical Investigations,” pp. 536f.). If the “cannot” here is
taken to mean conceptual impossibility, the rejoinder
does not apply to PLT-2. If it is taken in a weaker sense,
that is, a sense in which a person may be in the position
of being in fact corrected by other persons, then the
rejoinder supports PLT-2, but it would not allow that
there be just one language-user in the universe. Besides, it
is not clear that it would allow that Antonia Udina, for
example, used language when, as we normally say, he
spoke Dalmatian as the last speaker of Dalmatian.
Although a person who uses words must be capable of
self-correction, it is not immediately obvious that a per-
son’s sounds cannot count as utterances of words if
nobody else can (in some sense) correct him. The need
for others’ possible corrections has to be established by an
argument. Thus, we are again thrown back to the other
lines of reasoning.

The fourth rejoinder is that Privatus’s slips do not
count because another person, by noting Privatus’s
behavior and circumstances, cannot discover that his use
of the word is correct or incorrect (adopting Malcolm,
op. cit., p. 537). This rejoinder also leaves PLT-2 unsup-
ported if “cannot” is understood as expressing conceptual
impossibility. While it must be conceptually possible for
Privatus to know whether his uses of language are correct
or incorrect, it is not at all clear that it must be possible
for others to know this fact. The principle that it must be
possible for others to know whether his uses of language
are correct or incorrect requires an independent argu-
ment to support it. However, the present rejoinder has a
point. It reminds us that if there is no way at all of telling,
for any word of Privatish, whether or not Privatus used it
correctly (however coherent the concept of a private lan-
guage is), it would be a completely gratuitous hypothesis
that Privatus spoke a private language. Although our
topic here is only the conceptual possibility of private lan-
guage, we should note that the claim that somebody’s
entire language is of the type described in PLT* is cer-

PRIVATE LANGUAGE PROBLEM

tainly gratuitous. Yet the claim that someone has a mixed
language, part of which is private in the sense of PLT*,
does not seem gratuitous.

The fifth rejoinder dismisses mere slips on the
ground that they show at most a breakdown of a linguis-
tic habit. The rejoinder asks us to consider the case of Pri-
vatus trying deliberately to apply a rule of Privatish and
failing to comply with it. The rejoinder claims that, for
Privatish, “thinking one was obeying a rule would be the
same thing as obeying it,” but “to think one is obeying a
rule is not to obey a rule. Hence it is not possible to obey
a rule ‘privately’”” (Wittgenstein, op. cit., Sec. 202). This
rejoinder does not require that every utterance of a word
be a case of deliberately attempting to obey the corre-
sponding linguistic rule(s). Conjoined with assumption
(A), this view would lead to a vicious infinite regress. For
then, in order to say something, one would have to be
aware of the rules governing the words one intends to
utter, and these rules in their turn would be formulated in
some words the rules governing which one would have to
be aware of through some other words, and so on ad
infinitum. Therefore, to use language is, of necessity, to
use most of the words from habit, not in intended obedi-
ence of the linguistic rules. The rejoinder cannot even
demand that Privatus sometimes be aware of the rules of
Privatish: A being might speak a language without ever
rising to the level of formulating any of his rules. But if,
by assumption (D), languages are made up of rules, then
if it were conceptually impossible for Privatus to be at
least sometimes aware of the rules of Privatish, Privatish
would be a very defective language indeed, incapable of
discharging the philosophical duties that private lan-
guages are alleged to discharge. Thus, the rejoinder is
right in urging that

(a) For every rule R of a language L and every
speaker S of L, it is conceptually possible that sometimes
R applies to S’s situation while S thinks that he is obeying
R without S’s actually obeying R.

Presumably, a rule of language is here of the form “If
x is ¢, you may (must) call it *...;” but the meaning of
“call” is difficult. In one normal sense of “call,” slips of the
tongue are, again, ways in which (a) is true. Clearly, a per-
son may think that he is calling a thing “red” in deliberate
compliance with the English rule for “red,” without real-
izing that he actually called it “blue” because he is deaf or
because he simply did not hear what he said. In the same
sense of “call,” (a) can be true because the speaker delib-
erately calls a red thing “blue,” if he thinks that the rule in
question allows (or prescribes) his calling it “blue.” In
particular, suppose that the rule R allowing (or prescrib-
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ing) that one call a thing “red” is the rule Gaskon typed
yesterday and that today, confusedly, Gaskon thinks that
the rule he typed yesterday allows (or prescribes) that a
certain thing be called “blue,” and he calls the thing in
question “blue,” thinking that he is complying with the
rule. Here, in spite of his deliberately calling a certain
thing “blue,” Gaskon’s use of “blue” and the rule he thinks
he is complying with both satisfy (a). Both ways of satis-
fying (a) are open to Privatus. It might be argued that Pri-
vatus’s deliberately calling one of his private objects “A”
instead of “B” has no point or “function” (see Wittgen-
stein, op. cit., Sec. 260), since he is not talking to others.
This is, however, false. Privatus may very well play word
games involving miscallings of things. But more impor-
tantly, whether or not there is a point in Privatus’s flout-
ing of the rules of Privatish has nothing to do with the
issue about the possibility of private language.

The rejoinder often uses a stronger sense of “call.” In
this sense, by a natural development of assumption (A),
to think that something is, for example, red is to call it
“red.” This stronger sense appears in an argument given
in support of PLT-1. As said above, language about one’s
own immediate sensations is often regarded as the para-
digm of private language in the sense of PLT-1. Now, one
knows incorrigibly that one’s sensations have immedi-
ately sensible qualities. That is to say, if one believes that
one has a pain (itch, tickling, feeling of discomfort), then
one knows that one has a pain (itch, tickling, feeling of
discomfort). So it is impossible to have no pain while one
thinks that one has a pain. Thus, if one thinks that one is
obeying the rule of the form “If x is a pain, you may
(must) call it ‘pain,” one surely thinks that one is in pain
and the rule cannot fail to apply. Similarly, since one also
has incorrigible knowledge of the absence of one’s imme-
diate sensations, if the objects that Privatus can think
about in Privatish are only his immediate sensations, then
when he thinks that a rule of Privatish does not apply, the
rule does not, in fact, apply. But if “call” is taken in its nor-
mal sense, neither of these two features of the rules of Pri-
vatish implies that Privatus cannot think that he is
obeying a rule (which then applies) without actually
obeying it, since slips and deliberate miscallings are still
available as violations of the rule. However, if “call” is
taken in the strong sense (in which thinking can be call-
ing), then if Privatus thinks that he is obeying a rule of
the form “If x is A, you may (must) call it ‘A,”” he surely
thinks that the rule applies, that is, he thinks that the
object x is A; if A is a sensible property of Privatus’s
immediate sensation x, then x is A, and Privatus is both
calling x “A” and unavoidably obeying the rule. Thus, if
Privatish is a private language about Privatus’s immediate

sensations and their sensible properties, then (a) above
and (b) below are both false:

(b) For every rule R of a language L and every
speaker S of L, it is possible that sometimes S thinks that
he is obeying R while he is not.

Since (a) is true, Privatish is not a private language.

This argument does not by itself support PLT-2; it
may or may not support PLT*, depending on how one
interprets the phrase “knowing the meaning of a word.”

There is, however, a difficulty with the above argu-
ment. Consider the rule of English: “If x is a cat, you may
(must) call x ‘cat’; that is, you may (must) think that x is a
cat” This rule differs from the above rule for the Privatish
word “A” in that thinking that one is obeying the rule for
“cat” does not imply that the rule for “cat” applies to the
situation in question. For to think that one is obeying the
latter rule implies that one thinks that it applies, and this
implies that one thinks that some object x is a cat. But
surely one can be mistaken about x’s being a cat. Yet the
rule for “cat” also fails to satisfy condition (a). Suppose
that the rule applies; then the object x in question is a cat.
And suppose that one thinks that one is obeying the rule;
then it is true that one thinks that if x is a cat one may
(must) think that x is a cat, and that one thinks that x is
cat. Thus, one is in fact obeying the rule! Therefore, the
strong sense of “call” included in the concept of language
rule R makes (a) an impossible condition.

Now, in the case in which a rule R does not apply to
a man’s situation, we are often reluctant to say that when
such a man thinks that he is obeying R, he is not obeying
R. But we could say this with no great distortion, and if
we did, we could say that the above rule for the English
word “cat” satisfies condition (b). For in a situation in
which an object x is not a cat and the rule does not apply,
we may very well both misperceive or otherwise think
that x is a cat and think that, in accordance with the rule,
we may (must) think that x is a cat. Thus, if we raise (b)
as the crucial condition that linguistic rules must satisfy,
then we can claim that PLT-1 is established in the sense
that a pure language of sensations is impossible. But this
answer is inconclusive. Besides the small amount of dis-
tortion involved, there is the fact that (b) is not a general
condition of rules. This is shown by the following rule
which a man might give to his son: “If you think that you
need to delay your action, think that 1 + 2 + 3 + - + 24
= 300.” Since to think that one thinks that p entails that
one thinks that p, if the boy thinks that the rule applies,
he thinks he needs to delay his action, and the rule
applies. If he thinks that he is obeying the rule, he thinks
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both that it applies and that 1 + 2 + 3 + - + 24 = 300;
hence he thinks that 1 + 2 + -+ + 24 = 300; hence, the rule
applies and he obeys it. Thus, to defend PLT-1 by means
of (b) requires an independent argument showing that
rules of language must, in any case, comply with (b), dis-
torted as suggested.

Let us turn now to a subtler line of argument. Some
defenders of the PLT do not argue for (1) but for

(2) Privatus cannot distinguish his correct uses of
Privatish words from his incorrect uses.

Suppose, then, that Privatus is debating whether
something is A or not. Suppose that Privatish is private in
the sense of PLT-1. Here the defenders of the PLT adduce
(a) that Privatus lacks a criterion of correctness, that is,
“something independent of his impression” that he is cor-
rectly using the Privatish rule governing the use of “A” by
means of which he can “prove his impression correct”
(Malcolm, op. cit., p. 532), and (b) that his impression
that he remembers what objects of kind A appeared like
before is of no help, since memory “is not the highest
court of appeal” (Wittgenstein, Sec. 56) and the “process
[of checking memories] has got to produce a memory
which is actually correct” (Sec. 265). Now, these points
exaggerate Privatus’s predicament. Privatus’s private
objects may be related among themselves by entailment,
by coexistence, by similarities, by causal relationships,
and so on. Privatus can resort to any of these to test
whether he is, on the present occasion, using the term “A”
correctly. For instance, in Privatish, “being A” may be log-
ically equivalent to “being B and becoming C in the pres-
ence of another C.” Indeed, Privatus may even employ
paradigms. The very first object he calls “A” may very well
be enduring, so that he can compare the next objects of
kind A with it. The same applies to languages of the type
mentioned in PLT-2. Furthermore, memory is the highest
court of appeal when it comes to our knowledge of the
past. True, we have records and other historical evidence,
but all of this only provides inductive evidence, not a
proof, and our inductions involve the acceptance of
unchallenged memories.

Nevertheless, Privatus is not only in no position to
question the correctness of all of his uses of words, but he
also cannot prove that the uses he questions are correct
unless he is allowed the ability to identify certain proper-
ties of objects without criteria and without challenging
his memory. But exactly the same happens with the
speakers of any language. In the case of terms like “red”
and “straight,” for instance, there is nothing at all to
which an English speaker E can resort in order to “prove”
that he has correctly called an object red or straight. His
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fellow speakers may all utter in unison, “Not red but
blue.” Yet this choral utterance is not a proof; the speakers
may be lying, may all be victims of a hallucination, or
may just be rehearsing a new song—or the whole pro-
ceedings may be just E’s hallucination. In any case, for E
to accept the correction, he must correctly identify the
words expressing it without the use of criteria and
remember correctly the meanings of these words. A
vicious infinite regress would ensue if E were required to
have a proof that he both remembers this correctly and
identifies the objects the words apply to.

Moreover, there is nothing to prove each corrector’s
use of words correct. Suppose, for example, that one cor-
rector learned the meaning of “blue” with the help of
object O and that he continuously stares at O during the
preceding two minutes before correcting Privatus. He still
must remember correctly that O has the same color it had
two minutes before, that the color of O is called “blue,”
that the name of the color sounds “b-l-u—e,” that the
noise “red” uttered by E has the same meaning that makes
red and blue incompatible, and so on. Thus, either some-
body just identifies some words or objects correctly and
remembers some qualities of objects and the meanings of
some words correctly, or else nobody can be corrected by
another speaker. In sum, demands (a) and (b) cannot be
adduced against the possibility of a private language.

LOGICAL WORDS. Often it is claimed that a private lan-
guage cannot have logical words or syntactical rules, both
of which are necessary for the existence of logical rela-
tionships. Clearly, if a private language is allowed no
implications or entailments, it would certainly be no lan-
guage. But if “private language” is meant in the sense of
PLT* or PLT-1 or PLT-2, this contention appears to be
false. Often this contention is defended on the ground
that a really private language does not have words with
meanings in common with the words of another lan-
guage (Wittgenstein Sec. 261; Malcolm p. 537). Now, pri-
vate language in this sense is impossible. A language is a
system of words of which some refer to objects, some sig-
nify properties or relations, and some express logical con-
nections; the words expressing logical connections must
be capable of being understood by anybody else and
must, therefore, be common to all languages. This is an
important result. But it is not the same as PLT*, which
requires that every single word of a language must be
understood by persons other than the speaker. Likewise,
the impossibility of languages without logical words does
not imply that a language cannot have some nonlogical
words which refer to private objects, that is, it does not
imply that PLT-1 is true. Again, that a language must have
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logical words implies nothing about the possibility of a
single man developing a language for and by himself, that
is, does not imply that PLT-2 is true.

“THE SAME.” Apparently Wittgenstein knew that there
are no criteria (in the sense of something independent)
which prove that words have been used incorrectly. He
also knew that the correctness of an application of a word
is not determined by a rule whose formulation serves as a
recipe or canon. His fundamental opposition to private
language derives from his profound investigations into
the nature of concepts and his strong inclination toward
an extreme nominalism. This opposition is never crystal-
lized in a definite argument, but its gist is, in crude form,
as follows. Postulate:

(E) The similarities and samenesses we find in things
do not exist in rerum natura, that is, do not exist in things
as we find them, independently of our finding them or of
our referring to them in the way we do; they “come from
the language” (Rhees p. 80) and at bottom consist of the
fact that we “call” the things in question the same
(Wittgenstein Secs. 146, 149, 185-190, 208-223, 348-352).

On a rigorous interpretation of (E), we find a ration-
ale for assumptions (A), (B), and (C), as well as for the
fact that the PLT has a chameleon-like and pervasive
character. If we take (E) literally, then to find a property
in several things is to find that we “call” the things in
question “the same” or refer to them with the same word.
Thus, it is impossible to think that something is such-
and-such without a language in which there is an expres-
sion (even if a very long phrase) which “constitutes” the
such-and-such in question. This is assumption (A). Also,
(B), without an expression “constituting” a type T, there is
no type T for things to belong to. Similarly, to understand
an expression is not to apprehend an independently exist-
ing (or subsisting) property but simply to know how and
to what to apply it, and this includes knowing how to call
certain utterances “true” in which the expression is cor-
rectly applied. This is, in fact, a generalization of assump-
tion (C).

We cannot say that a man in doubt about whether or
not he used a word correctly must simply identify certain
features of things without criteria and, armed with these
identifications, test his uses of words. For on the extreme
interpretation of assumptions (A) through (E) to identify
a feature is to “call” a thing something. So, when the use
of a word is at issue, the identification and nature of the
thing is precisely what is at issue. The referents of one’s
previous uses of the word, as well as the uses themselves,
are irrelevant. If one “calls” something “A,” then it is A

and a fortiori similar to the previous A’s; if one withholds
the name “A” from it, then it is not an A, and a fortiori it
is dissimilar to all A’s with respect to being an A. Clearly,
it does not matter whether one’s language is about private
or about public objects; one’s uses of words simply fail to
be capable of being incorrect. They would seize reality so
well that each “would have to be at once a statement and
a definition” (Rhees p. 82).

Thus, the following question arises. If, on assump-
tion (D), language is a matter of rules and rules are the
sort of thing that can be misapplied or not, how, then, is
language possible after all? At this stage, obviously, we are
not interested in proving anything but are anxious to find
an explanation. Wittgenstein seems to suggest one: A
man’s uses of words can be incorrect only if they are com-
pared with those of his fellow speakers. His “calling”
something “A” is correct if his cospeakers now also call it
“A.” Then it is A and a fortiori similar to the things he
and his cospeakers previously called “A.” That is why
obeying a rule of language is a practice (Wittgenstein, op.
cit., Sec. 202). It is not necessary that the speakers of the
language should call the thing in question “A” or that they
call it “A” afterward. Nor is it necessary that they call it
“A” or anything at all, or that they call it the same thing.
It is just a contingent fact that they coincide in calling it
“A.” But this coincidence (or agreement) is an empirical
fact that is necessary for the existence of language.

Such is the underlying argument of Wittgenstein’s
remarks (Secs. 146, 149, 185-190, 208-223; for a discus-
sion of the role of Wittgenstein’s extreme nominalism in
his views about necessary truth, see Michael Dummett’s
“Wittgenstein’s Philosophy of Mathematics”). He builds a
Heraclitean picture of language as something living only
in our actual use of it and changing according to our
needs. But is this a true picture of the connection between
language and reality?

Here we cannot discuss the whole issue of nominal-
ism, but to this writer it seems indefensible. We could
doubtless have classified objects in entirely different ways
from the ways we in fact do. For instance, we might have
had no color words, no terms for species of plants or ani-
mals, and instead have used, say, “sha” for some elephants
and white roses and reddish sand, and “sho” for female
elephants, eggs, and rivers. But even so, we should have
had to find features of similarity in the things so classi-
fied, and these features would have provided tests for the
correct application of our words. At any rate, the view
that things are the same because we “call” them “the
same” or because we refer to them with the same words
can get off the ground only by postulating our recogni-
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tion of the samenesses of words, that is, the similarities of
noises whose application to things constitutes the simi-
larities of the latter. A serious infinite regress would ensue
if we also hold that our words are similar only because we
“call” them so.

The several propositions that are often debated as the
claim that private languages are impossible can be linked
to each other only under the assumption of extreme
nominalism. None of the arguments given for the claim
appear to be successful. There may be no conclusive way
of either proving or refuting this claim. Perhaps the only
course is to build detailed and rigorous philosophical
views on each alternative and assess the adequacy of such
views by their consequences. This topic continues to be
widely discussed in the literature, and many philosophers
adopt a position different from that advocated in the
present article.

See also Carnap, Rudolf; Malcolm, Norman; Mind-Body
Problem; Rule Following; Solipsism; Wittgenstein,
Ludwig Josef Johann.
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PRIVATE LANGUAGE
PROBLEM [ADDENDUM]

Although the proper formulation and assessment of Lud-
wig Wittgenstein’s argument (or arguments) against the
possibility of a private language continues to be disputed,
the issue has lost none of its urgency. At stake is a broadly
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Cartesian conception of experiences that is found today
in much philosophy of mind.

WHAT IS A PRIVATE LANGUAGE?

In §243 of Philosophical Investigations (1967; see also
§256) Wittgenstein introduces the idea of a language in
which “a person could write down or give vocal expres-
sion to his inner experiences—his feelings, moods, and
the rest—for his private use. ... The individual words of
this language are to refer to what can only be known to
the person speaking; to his immediate private sensations.
So another person cannot understand the language.” In
subsequent sections (according to some commentators,
up to as far as §315) Wittgenstein criticizes the possibility
of such a “private language,” and this is where “the private
language argument” is usually supposed to be located.

Following the main essay, suppose that Privatus
speaks Privatish, a private language. §243 suggests that
Privatish has two features:

(1) Privatish contains a referring expression n that
refers to one of Privatus’s “immediate private sen-
sations” s.

(2) s“can only be known to” Privatus.

According to Wittgenstein Privatish has a third feature,
which he apparently thinks follows from (1) and (2):

(3) ncan only be understood by Privatus (and, hence,
Privatish can only be completely understood by
Privatus).

At this point three questions arise. First, what does (2)
mean? Second, what sort of referring expression is n?
Third, why is (3) supposed to follow from (1) and (2)?

By (2) Wittgenstein seems to mean that only Privatus
can know whether he is having s. “The essential thing
about private experience is ... that nobody knows
whether other people also have this or something else”
(5272, see also §246). Of course, this conception of sen-
sations is held by Wittgenstein’s opponent (a defender of
the possibility of a private language), not Wittgenstein
himself.

As to the referring expression n, it is a name, not a
description (e.g., “the private sensation caused by pin-
pricks”) (see §§256-257). Not even Wittgenstein’s oppo-
nent would accept that to understand a description that
in fact refers to sensation s one has to know that it refers
tos.

Is n a proper name of a token sensation, or is it a
common noun referring to a type of sensation? If n refers

to a token sensation, something occurring only in the
mind of Privatus, then Wittgenstein’s opponent looks
exactly like Bertrand Russell in “The Philosophy of Logi-
cal Atomism” (1918/1956; see also Candlish 2004).
According to Russell, “[i]n order to understand a propo-
sition in which the name of a particular occurs, you must
already be acquainted with that particular” (1918/1956, p.
204; see also Russell 1912, chapter 5). Since, on Russell’s
view, the only particular things with which one is
acquainted are private items he calls sense-data (and, in
addition, perhaps one’s self), no two people can be
acquainted with the same particular, and so no two peo-
ple can understand a genuine name (as Russell puts it, a
name in the “logical sense”). Hence, Russell thinks, if Pri-
vatus’s name n refers to a token sensation, no one else can
understand it.

However, it is clear that Wittgenstein takes the sensa-
tions in question to be types, not tokens (see, in particu-
lar, §258); accordingly, the name n is a common noun.
But then Russell’s views about acquaintance and under-
standing play no role in the justification of (3), for Rus-
sell holds that two people can be acquainted with the
same property (or type), including properties of private
objects. Thus, if Privatus is acquainted with a certain type
of sensation s, that is no barrier, on Russell’s view, to oth-
ers also being acquainted with s.

So why does Wittgenstein think that (3) follows from
(1) and (2)? His argument may be this: one cannot know
that Privatus’s name n refers to s, so one cannot know
what n means, and hence one cannot understand it. But
it is not obvious that knowledge that n refers to s is nec-
essary for understanding n, or for successful communica-
tion using it: perhaps all that is required is that one
believes that Privatus’s name n refers to s. The upshot is
that Wittgenstein’s double characterization of a private
language as one “which describes my inner experiences
and which only I myself can understand” (§256) is con-
tentious. (This point is due to Edward Craig [1982]; for
further discussion see Craig [1997].)

Given that the two characterizations of a private lan-
guage should be separated, it is probably better to use the
first, leaving the second as a disputed consequence. Thus,
a private language may be explained as one containing
names for types of inner experiences, with the further
stipulation that, if there are any inner experiences, no one
knows whether others have the same types of inner expe-
riences as him- or herself.
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§258

§258 contains the famous example of keeping “a diary
about the recurrence of a certain sensation,” and most
commentators identify it as the core of the private lan-
guage argument. The key move in this section is to cast
doubt on whether the diary keeper can “impress on [him-
self] the connexion between the sign [“S”] and the sensa-
tion,” and so “remember the connexion right in the
future.” Anthony Kenny points out, against some com-
mentators, that “remembering the connexion right” does
not mean that one correctly applies “S” to one’s sensation,
but that one remembers the meaning of S (1973, pp.
191-193).

Supposedly, there is no fact about the meaning of “S”
for the diarist to remember because there is “no criterion
of correctness.” Here, there is little consensus on what the
missing criterion amounts to, or whether its absence does
indeed show that the diarist fails to attach a meaning to
“S” For some representative examples of exegesis, see
Malcolm Budd (1989, chapter 3), Stewart Candlish (1980,
2003), John V. Canfield (1991, 2001), Robert J. Fogelin
(1987, chapter 12), P. M. S. Hacker (1986, chapter 9; 1990,
61-67); Colin McGinn (1997, chapter 4), David Pears
(1988, chapters 13, 14, 15), Scott Soames (2003, chapter
2), and Crispin Wright (1986).

KRIPKE'S WITTGENSTEIN

In Wittgenstein on Rules and Private Language (1982),
Saul A. Kripke suggests (without unreservedly endorsing)
a novel and exciting interpretation of the private lan-
guage argument (see also Fogelin 1987, p. 241, n. 10). On
this interpretation the main argument appears in the ear-
lier long discussion of following a rule starting around
§138. As Kripke observes, the conclusion of the private
language argument is stated in §202, well before the argu-
ment’s traditional location, “Hence it is not possible to
obey a rule ‘privately’: otherwise thinking one was obey-
ing a rule would be the same thing as obeying it.” Kripke
takes the sections following §243 to be a discussion of a
purported counterexample—namely, sensation lan-
guage—to the conclusion argued for earlier.

The argument Kripke extracts from Wittgenstein is
in two parts. The first part purports to establish that there
are no facts that make it the case that an individual
(Jones, say) means something by a word (addition by “+,”
say). This conclusion is reached by canvassing all the
plausible candidates for such meaning-constituting facts
and finding them all wanting. A skeptical paradox (“our
paradox” of §201) looms, “no facts, no truth conditions,
correspond to such statements such as “Jones means
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addition by ‘+”” (1982, p. 77). The second part offers a
skeptical solution: “skeptical” because the paradoxical
conclusion is embraced; a “solution” because sentences
such as “Jones means addition by ‘+” remain assertible,
despite the lack of any “corresponding fact.” And the
account of why such sentences are assertible essentially
involves a linguistic community, so that if Jones is “con-
sidered in isolation,” he cannot be said to mean anything
by his words. This is the most general sense in which a
“private language” is impossible: An individual consid-
ered in isolation from other speakers cannot be said to
speak a language (see Kripke 1982, pp. 109-110).

Most commentators have not endorsed Kripke’s
interpretation (in particular, see Baker and Hacker 1984,
chapter 1; McGinn 1984, chapter 2). However, Kripke’s
Wittgenstein has become a philosopher of considerable
interest in his own right.

THE COMMUNITY VIEW

Kripke’s book revived interest in the issue of whether the
private language argument and related material on rule
following is supposed to exclude a Robinson Crusoe iso-
lated from birth from speaking a language (discussion of
this topic goes back to Alfred J. Ayer [1954] and Rush
Rhees [1954]; see also Kripke [1982, p. 110, n. 84]). While
the characterization of a private language in §243 seems
to leave room for such a Crusoe, other sections, notably
§198, suggest the opposite. Norman Malcolm (1986,
1989) offers a defense of the “community view,” and is
countered by G. P. Baker and Hacker (1990). The com-
munity view is rejected by most commentators; for fur-
ther discussion and references, see Canfield (1996).

See also Rule Following.
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Alex Byrne (2005)

PROBABILITY AND
CHANCE

The weather report says that the chance of a hurricane
arriving later today is 90 percent. Forewarned is fore-
armed: Expecting a hurricane, before leaving home I pack
my hurricane lantern.

Probability enters into this scenario twice, first in the
form of a physical probability, sometimes called a chance,
quantifying certain aspects of the local weather that make
a hurricane very likely, and second in the form of an epis-
temic probability capturing a certain attitude to the
proposition that a hurricane will strike, in this case one of
considerable confidence.

It is not immediately obvious that these two proba-
bilities are two different kinds of thing, but a prima facie
case can be made for their distinctness by observing that
they can vary independently of one another: For exam-
ple, if the meteorologists are mistaken, the chance of a
hurricane may be very low though both they and I am
confident that one is on its way.

Most philosophers now believe that the apparent dis-
tinctness is real. They are therefore also inclined to say
that my belief that the physical probability of a hurricane
is very high is distinct from my high epistemic probabil-
ity for a hurricane. There must be some principle of
inference that takes me from one to the other, a principle
that dictates the epistemic impact of the physical proba-
bilities—or at least, of my beliefs about the physical prob-
abilities—telling me, in the usual cases, to expect what is
physically probable and not what is physically improba-
ble. One can call such a principle, mediating as it does
between two different kinds of probability, a probability
coordination principle.

The three principal topics of this entry will be, in the
order considered, epistemic probability, physical proba-
bility, and probability coordination. Two preliminary sec-
tions will discuss the common mathematical basis of
epistemic and physical probability and the classical
notion of probability.

THE MATHEMATICAL BASIS

What all probabilities, epistemic and physical, have in
common is a certain mathematical structure. The most
important elements of this structure are contained in the
axioms of probability, which may be paraphrased as fol-
lows:
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(1) All probabilities are real numbers between zero
and one inclusive (for any proposition 4, 0 < P(a) =

1).

(2) The probability of an inconsistent proposition is
zero; the probability of a logical truth, or tautology,
is one.

(3) The probability that either one or the other of
two mutually exclusive propositions is true is equal
to the sum of the probabilities of the individual
propositions. (Two propositions are mutually exclu-
sive if they cannot both be true; the cannot is inter-
preted as a matter of logical consistency, so that the
axiom says that for any two propositions a and b
such thatat — b, P(a v b) = P(a) + P(b).)

The axioms as stated here assume that probabilities
are attached to propositions, such as the proposition that
“A hurricane will strike New York at some time on the
afternoon of January 20, 2005.” The axioms may also be
stated in a way that assumes that probabilities attach to
events. It is more natural to attach epistemic probabilities
to propositions and physical probabilities to events, but
when the two kinds of probability are discussed side by
side it is less confusing, and quite tolerable, to take propo-
sitions as the primary bearers of both kinds of probabil-
ity. Nothing important is thought to turn on the choice.

The three axioms of probability, though simple, may
be used to prove a wide range of interesting and strong
mathematical theorems. Because all probabilities con-
form to the axioms, all probabilities conform to the the-
orems. It is possible, then, to do significant work on
probability without presupposing either epistemic or
physical probability as the subject matter, let alone some
particular construal of either variety. Such work is for the
most part the province of mathematicians.

Philosophical work on probability may also be math-
ematical, but is most often directed to one or the other
variety of probability, usually attempting a philosophical
analysis of probability statements made in a certain vein,
for example, of probability claims made in quantum
mechanics or evolutionary biology (both apparently
claims about physical probability) or of probability
claims made in statistical testing or decision theory (both
apparently claims about epistemic probability).

Two important notions encountered in statements of
the mathematical behavior of probability are conditional
probability and probabilistic independence. Both are
introduced into the mathematics of probability by way of
definitions, not additional axioms, so neither adds any-
thing to the content of the mathematics.

PROBABILITY AND CHANCE

CONDITIONAL PROBABILITY. The probability of a
proposition a conditional on another proposition b, writ-
ten P(a|b), is defined to be P(ab)/P(b), where ab is the
conjunction of a and b. (The conditional probability is
undefined when the probability of b is zero.) For exam-
ple, the probability of obtaining three heads on three suc-
cessive tosses of a coin, conditional on the first toss
yielding heads, is the probability of obtaining three heads
in a row, namely one-eighth, divided by the probability of
obtaining heads on the first coin, namely one-half—in
other words, one-quarter.

Some writers suggest taking conditional probability
as the basis for all of probability mathematics, a move
that allows, among other things, the possibility of condi-
tional probabilities that are well defined even when the
probabilities of the propositions conditionalized on are
zero (Hajek 2003). On this view, the mathematical posit
stated above linking conditional and unconditional prob-
abilities is reinterpreted as an additional axiom.

The act of conditionalization may be used to create
an entirely new probability distribution. Given an old
probability distribution P($) and a proposition b, the
function P(§|b) is provably also, mathematically speaking,
a probability distribution. If k is a proposition stating all
of one’s background knowledge, for example, then a new
probability distribution P($|k) can be formed by condi-
tionalizing on this background knowledge, a distribution
that gives, intuitively, the probabilities for everything
once one’s background knowledge is taken into account.
This fact is especially important in the context of epis-
temic probability.

PROBABILISTIC INDEPENDENCE. Two propositions a
and b are probabilistically independent just in case P(ab)
= P(a)P(b). When the probability of b is nonzero, this is
equivalent to P(a |b) = P(a), or in intuitive terms, the
claim that the truth or otherwise of b has no impact on
the probability of a.

Several of the most important and powerful theo-
rems in probability mathematics make independence
assumptions. The theorem of most use to philosophers is
the law of large numbers. The theorem says, very roughly,
when a large, finite set of propositions are independent,
but have the same probability p, then the proportion of
propositions that turn out to be true will, with high prob-
ability, be approximately equal to p. (The generalization
to countably infinite sets of propositions is easy if the
propositions are ordered; substitute limiting frequency for
proportion.)
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For example, the propositions might all be of the
form “Coin toss x will produce heads,” where the x stands
for any one of a number of different tosses of the same
coin. If the probability of each of the propositions is one-
half, then the law of large numbers says, in effect, that
provided the tosses are independent, it is very likely that
about one-half will yield heads.

It is natural to interpret the probabilities in this
example as physical probabilities, but the law of large
numbers applies equally to any kind of probability, pro-
vided that independence holds. There are, in fact, many
variants of the law of large numbers, but the details are
beyond the scope of this entry.

CLASSICAL PROBABILITY

The development of the mathematics, and then the phi-
losophy, of probability was spurred to a perhaps surpris-
ing degree by an interest, both practical and theoretical,
in the properties of simple gambling devices such as
rolled dice, tossed coins, and shuffled cards. Though there
was from the beginning a great enthusiasm for extending
the dominion of the “empire of chance” to the ends of the
earth, gambling devices were—and to some extent are
still—the paradigmatic chance setups.

A striking feature of gambling devices is their proba-
bilistic transparency: The discerning eye can “read oft”
their outcomes’ physical probabilities from various phys-
ical symmetries of the device itself, seeing in the bilateral
symmetry of the tossed coin a probability of one-half
each for heads and tails, or in the six-way symmetry of
the die a probability of one-sixth that any particular face
is uppermost at the end of a roll (Strevens 1998).

The classical definition of probability, paramount
from the time of Gottfried Wilhelm Leibniz to the time of
Pierre Simon de Laplace (the late seventeenth century to
the early nineteenth century) takes its inspiration from
the alignment of probability with symmetry. The best-
known formulation of the classical account is due to
Laplace:

The theory of chance consists in reducing all the
events of the same kind to a certain number of
cases equally possible, that is to say, to such as we
may be equally undecided about in regard to
their existence, and in determining the number
of cases favorable to the event whose probability
is sought. The ratio of this number to that of all
the cases possible is the measure of this proba-
bility, which is thus simply a fraction whose
numerator is the number of favorable cases and

whose denominator is the number of all the
cases possible. (1902, pp. 6-7)

As many commentators note, this formulation, typi-
cal of the classical probabilists, appears to involve two
parallel definitions, the first based on the notion of equal
possibility and the second on the notion of equal unde-
cidedness. Laplace’s relation of equal possibility between
two cases probably ought to be understood as picking out
a certain physical symmetry in virtue of which the cases
have equal physical probabilities. All classical probabili-
ties, on the equal possibility definition, have their basis in
such physical symmetries, and so would seem to be phys-
ical probabilities. The relation of equal undecidedness
between two cases refers to some sort of epistemic sym-
metry, though perhaps one founded in the physical facts.
A probability with its basis in undecidedness would seem
to be, by its very nature, an epistemic probability. Classi-
cal probability, then, is at the same time a kind of physi-
cal probability and a kind of epistemic probability.

This dual nature, historians argue, is intentional
(Hacking 1975, Daston 1988). In its epistemic guise clas-
sical probability can be called on to do work not normally
thought to lie within the province of an objective notion
of probability, such as measuring the reliability of testi-
mony, the strength of evidence for a scientific hypothesis,
or participating in decision-theoretic arguments such as
Blaise Pascal’s famous wager on the existence of God. In
its physical guise classical probability is able to cloak itself
in the aura of unrevisability and reality that attaches to
the gambling probabilities such as the one-half probabil-
ity of heads.

The classical definition could not last. Gradually, it
came to be acknowledged that although the epistemic
probabilities may, or at least ought to, shadow the physi-
cal probabilities wherever the latter are found, they play a
number of roles in which there is no physical probability,
nor anything with the same objective status as a physical
probability to mimic. The classical definition was split
into its two natural parts, and distinct notions of physical
and epistemic probability were allowed to find their sep-
arate ways in the world.

At first, in the middle and late nineteenth century,
physical probability commanded attention almost to the
exclusion of its epistemic counterpart. Developments in
social science, due to Adolphe Quetelet (1796-1874), in
statistical physics, due to James Clerk Maxwell and Lud-
wig Boltzmann, and eventually (around 1930) in the syn-
thesis of evolutionary biology and genetics, due to Ronald
Aylmer Fisher and many others, turned on the successful
deployment of physical probability distributions. Begin-
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ning in the early twentieth century, however, epistemic
probability came into its own, freeing itself over the
decades from what came to be seen as the classical prob-
abilists’ futile attempt to provide strict guidelines dictat-
ing unique rational epistemic probabilities in every
situation.

Modern philosophy remade itself in the twentieth
century, imposing a historical horizon at around 1900.
The story of the interpretation of probability is often told
beginning near that year, with the result that the develop-
ment of epistemic probability, and logical probability in
particular, comes first—a convention that will be fol-
lowed here.

EPISTEMIC PROBABILITY

Epistemic probability takes two forms. In its first form, it
is a measure of a person’s degree of confidence in a
proposition, increasing from zero to one as his or her atti-
tude goes from almost total disbelief to near certainty.
This kind of epistemic probability is called credence,
degree of belief, or subjective probability. The proposi-
tional attitude one gets when one attaches a subjective
probability to a proposition is sometimes called a partial
belief.

In its second form, associated most often with the
term logical probability, epistemic probability measures
the impact of a piece or pieces of evidence on a proposi-
tion. Its elemental form may not be that of a probability
distribution, in the usual sense, but it is related to a prob-
ability distribution in some straightforward way, and as
will be seen shortly, is quite capable of providing a basis
for a complete system of epistemic probability.

There is a foundational dispute between the propo-
nents of the two forms of epistemic probability. It is not a
fight for existence but for primacy: The question is which
of the two kinds of epistemic probability is the more epis-
temologically basic.

LOGICAL PROBABILITY. The second form of epistemic
probability has, since 1900, most often taken the guise of
logical probability. A logical probability is attached not to
a proposition but to a complete inductive inference. It is
a measure of the degree to which the evidence contained
in the premises of an inductive inference, considered in
isolation, probabilifies the conclusion. The idea of proba-
bilistic inference was an important part of classical prob-
ability theory, but from the post-1900 perspective it is
associated first with John Maynard Keynes (1921)—who
was more famous, of course, as an economist.

PROBABILITY AND CHANCE

In explaining the nature of logical probability, and in
particular the tag logical itself, Keynes draws a close anal-
ogy with deductive inference: Whereas in a deductive
inference the premises entail the conclusion, in an induc-
tive inference they partially entail the conclusion, the
degree of entailment being represented by a number
between zero and one, namely, a logical probability. (Note
that a degree zero entailment of a proposition is equiva-
lent to full entailment of the proposition’s negation.) Just
as the first form of epistemic probability generalizes from
belief to partial belief, then, the second form generalizes,
in Keynes’s hands, from entailment to partial entailment.

For example: Take as a conclusion the proposition
that the next observed raven will be black. A proposition
stating that a single raven has been observed to be black
might entail this conclusion only to a relatively small
degree, this logical probability representing the slightness
of a single raven’s color as evidence for the color of any
other raven. A proposition stating that many hundreds of
ravens have been observed to be black will entail the con-
clusion to some much greater degree.

It is an objective matter of fact whether one proposi-
tion deductively entails another; so, Keynes conjectured,
it is in many cases a matter of objective fact to what
degree one proposition partially entails another. These
facts themselves comprise inductive logic; the logical
probabilities are at base, then, logical entities, just as the
name suggests.

Although exact logical probabilities are for Keynes
the ideal, he allows that in many cases logic will fix only
an approximate degree of entailment for an inductive
inference. The presentation in this entry will for simplic-
ity’s sake focus on the ideal case.

Keynes’s logical probability is not only compatible
with subjective probability, the other form of epistemic
probability; it also mandates certain values for a person’s
subjective probabilities. If the premises in an inductive
inference are known for certain, and they exhaust the
available evidence, then their inductive impact on the
conclusion—the degree of entailment, or logical proba-
bility attached to the inference, from the premises to the
conclusion—is itself the degree of belief, that is, the sub-
jective probability, that a rational person ought to attach
to the conclusion, reflecting as it does all and only the evi-
dence for the conclusion.

Keynes uses this argument as a basis for taking as a
formal representation of logical probabilities the proba-
bility calculus itself: The degree to which proposition b
entails proposition a is written as a conditional probabil-
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ity P(a|b). Note that these probabilities do not change as
the evidence comes in, any more than facts about deduc-
tive entailment can change as the evidence comes in. The
logical probability P(a |b) must be interpreted as a quan-
tification of the inductive bearing of b alone on a, not of
b together with some body of accepted knowledge.

The unconditional probability P(a), then, is the
inductive bearing on a of an empty set of evidence—the
degree to which a is entailed, in Keynes’s sense, by the set
of logical truths, or tautologies, alone. One might think
that the degree of entailment is zero. But this cannot be
right: If one has no evidence at all, one must set one’s sub-
jective probabilities for both a and its negation equal to
their respective degrees of entailment by the tautologies.
But one cannot set both subjective probabilities to zero—
it cannot be that one is certain that neither a nor its nega-
tion is true, since one of the two must be true. One’s
complete lack of evidence would be better represented by
setting both subjective probabilities to intermediate val-
ues, say one-half. The logical probabilist, in endorsing
this assignment, implicitly asserts that the empty set of
evidence, or the set of tautologies, entails both a and its
negation to degree one-half.

Although its subject matter is the bearing of evidence
on hypotheses, then, logical probability theory finds itself
having to take a position on what one should believe
when one has no evidence (under the guise of the ques-
tion of the tautologies’ partial entailments). To answer
this question, it has turned to the principle of indiffer-
ence, which recommends—when there is no evidence
favoring one of several mutually exclusive possibilities
over the others—that the available probability be equally
distributed among them. This is, of course, the same
principle that comprises one strand of the classical defi-
nition of probability: Laplace suggested assigning equal
probabilities to cases “such as we may be equally unde-
cided about in regard to their existence” (Laplace 1902, p.
6). It has also played an important role in the develop-
ment of the theory of subjective probability, and so is dis-
cussed in a separate section later in this entry.

As the role of indifference shows, logical probability
is close in spirit to the epistemic strand of classical prob-
ability. It posits, at least as an ideal, a single system of right
reasoning, allowing no inductive latitude whatsoever, to
which all rational beings ought to conform. Insofar as
rational beings ever disagree on questions of evidential
impact, it must be because they differ on the nature of the
evidence itself.

Many philosophers find this ideal of inductive logic
hard to swallow; even those sympathetic to the idea of

strong objective constraints on inductive reasoning are
often skeptical that the constraints take the form of logi-
cal truths, or something analogous to logical truths. This
skepticism has two sources.

First is the perception that inductive practices vary
widely. Whereas there exists a widespread consensus as to
which propositions deductively entail which other
propositions, there is no such consensus on degrees of
evidential support. That is not to say, of course, that there
is disagreement about every aspect of inductive reason-
ing, but there is far less agreement than would be neces-
sary to build, in the same way that deductive logic was
constructed, a useful inductive logic.

Second, there are compelling (though not irre-
sistible) reasons to believe that it is impossible to formu-
late a principle of indifference that is both consistent and
strong enough to do the work asked of it by logical prob-
abilists. These reasons are sketched in the discussion of
the principle later on.

Rudolf Carnap (1950) attempted to revive the idea of
a system of induction founded on logic alone in the mid-
century. His innovation—drawing on his general philos-
ophy of logic—was to allow that there are many systems
of inductive logic that are, from a purely logical view-
point, on a par. One may freely choose from these a logic,
that is, a set of logical probabilities, that suits one’s par-
ticular nonlogical ends.

Carnap relativized induction in two ways. First, his
version of the principle of indifference was indexed to a
choice of language; how one distributes probability
among rival possibilities concerning which one knows
nothing depends on one’s canonical system for represent-
ing the possibilities. Second, even when a canonical lan-
guage is chosen, Carnap’s rule for determining inductive
support—that this, degrees of entailment or logical prob-
abilities—contains a parameter whose value may be cho-
sen freely. The parameter determines, roughly, how
quickly one learns from the evidence. Choose one
extreme, and from the observation of a single black raven
one will infer with certainty that the next raven will also
be black (straight induction). Choose the other extreme,
and no number of black ravens is great enough to count
as any evidence at all for the blackness of the next raven.
A sensible choice would seem to lie somewhere in the
middle, but on Carnap’s view, logic alone determined no
preference ranking whatsoever among the different
choices, rating all values apart from the extremes as
equally good.
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Carnap did give extralogical arguments for prefer-
ring a particular value for the parameter, arriving at an
inductive rule equivalent to Laplace’s rule of succession.
Given that, say, i out of n observed ravens have been
black, both Carnap and Laplace assign a probability of (i
+ 1)/(n + 2) to the proposition that the next raven will be
black.

One awkward feature of Carnap’s system is that, no
matter what value is chosen for the inductive parameter,
universal generalizations cannot be learned: The induc-
tive bearing of any number of black ravens on the
hypothesis “All ravens are black” is zero.

Carnap’s system is of great intrinsic interest, but
from the time of its presentation, its principal con-
stituency—philosophers of science—was beginning to
move in an entirely different direction. Such considera-
tions as Nelson Goodman’s new riddle of induction and
arguments by Bayesians and others that background
knowledge played a part in determining degrees of induc-
tive support, though not beyond the reach of Carnap’s
approach, strongly suggested that the nature of inductive
support could not be purely logical.

Today, the logical approach to inductive inference
has been supplanted to a great extent by (though not only
by) the Bayesian approach. Still, in Bayesianism itself
some have seen the seeds of a new inductive logic.

SUBJECTIVE PROBABILITY. Whereas logical probability
is a logical entity—a quantification of the supposed logi-
cal facts about partial entailment—the other kind of epis-
temic probability, subjective probability, is a psycho-
logical entity, reflecting an actual cognitive fact about a
particular person or (if they are sufficiently agreed) a
group of people. The rationality of a person’s subjective
probabilities may be a matter of logic, then, but the prob-
abilities themselves are a matter of psychology.

That for a number of propositions one tends to have
a degree of confidence intermediate between the
extremes associated with total disbelief and total belief,
no one will deny. The advocates of subjective probability
as a key epistemological notion—who call themselves
Bayesians or simply subjectivists—go much further than
this. They characteristically hold that humans have, or
ought to have, well-defined subjective probabilities for
every proposition and that these subjective probabilities
play a central role in epistemology, both in inductive
inference, by way of Thomas Bayes’s (1702-1761) condi-
tionalization rule, and in practical deliberation, by way of
the usual mechanisms of decision theory.

PROBABILITY AND CHANCE

The subjectivist’s first challenge is to give a substan-
tial characterization of subjective probability and to
argue that subjective probabilities are instrumental in
human cognition, while at the same time finding a
foothold in the descriptive, psychological scheme for the
normative concerns of epistemology. Much of this
groundwork was laid in Frank Plumpton Ramsey’s influ-
ential paper “Truth and Probability” (1931).

Ramsey does not define subjective probability as
such, and even goes so far as to acknowledge that the ideal
of a definite subjective probability for every proposition
is just that—an ideal that goes a long way toward captur-
ing actual human epistemology without being accurate in
every respect. What he posits instead is a connection—
whether conceptual or empirical he does not say—
between the value of a person’s subjective probability for
a proposition and his or her betting behavior.

If one has a subjective probability p for a proposition
a, Ramsey claims, one will be prepared to accept odds of
up to p: (1 — p) on the truth of a. That is, given a game in
which one stands to win $# if a is true, one will pay up to
$pn to play the game; equivalently, if one will pay up to
$m to play a game in which one stands to win $# if a is
true, one’s subjective probability for a must be m/n.
(Decision theorists, note, talk about utility, not dollars.)

Importantly, all human choice under uncertainty is
interpreted as a kind of betting. For example, suppose I
have to decide whether to wear a seat belt on a long drive.
I am in effect betting on whether I will be involved in an
auto accident along the way. If the cost of wearing a belt,
in discomfort, inconvenience, and forsaken cool, is equiv-
alent to losing $m, and the cost of being beltless in an
accident, in pain, suffering, and higher insurance premi-
ums, is $#, then I will accept the risk of going beltless just
in case my subjective probability for there being an acci-
dent is less than or equal to m/n. (Here, the “prize” is neg-
ative. The cost of playing is also negative, so just by
agreeing to play the game, I gain something: the increase
in comfort, cool, and so on. My aim is to play while avoid-
ing a win.) The central doctrine of decision theory is,
then, built into the characterization of subjective proba-
bility.

Ramsey (1931) uses this fact to argue that, provided
a person’s behavior is coherent enough to be described, at
least approximately, by the machinery of decision theory,
his or her subjective probabilities for any proposition
may be inferred from his or her choices. In effect, the per-
son’s subjective probabilities are inferred from the nature
of the bets, in the broadest sense, he or she is prepared to
accept. Because one’s overt behavior can be systematized,
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approximately, using a decision-theoretic framework, one
must have subjective probabilities for every proposition,
and these probabilities must play a central role in one’s
decision theory.

What is the force of the must in the preceding sen-
tence? That depends on the nature of the posit that one
having a certain subjective probability for a proposition
means that one is prepared to accept certain odds on the
proposition’s being true. Some writers, especially in the
midcentury heyday of conceptual analysis and psycholog-
ical behaviorism, interpret the posit as a definition of
subjective probability; on this view, one having certain
subjective probabilities just is one having a certain betting
behavior. Others, like Ramsey (1931), opt for a looser
connection. On any approach, there is a certain amount
of latitude in the phrase “prepared to accept.” If [ am pre-
pared to accept certain odds, must I play a game in which
I am offered those odds? Or only if I am in a betting
mood? The former answer vastly simplifies the subjec-
tivist enterprise, but at a cost in psychological plausibility:
It is surely true that people frequently gamble in the
broad sense that they take measured risks, but it is not
nearly so obvious that they are compulsive gamblers
intent on taking on every favorable risk they can find.
Work on the psychology of decision making also suggests
that it is a mistake to found the subjectivist enterprise on
too strong a conception of the connection between sub-
jective probability and betting behavior.

Subjective probabilities are supposed to conform, as
the name suggests, to the axioms of probability theory. In
a theory such as Ramsey’s (1931), a certain amount of
probability mathematics is built into the technique for
extracting the subjective probabilities; that humans not
only have subjective probabilities, but arrange them in
accord with the axioms, is a condition for the success of
Ramsey’s (1931) project.

Insofar as subjective probability is not simply
defined as whatever comes out of the Ramsey project,
however, there is a question whether subjective probabil-
ities obey the axioms. If they do not, there is little that
they are good for, so the question is an important one for
subjectivists, who tend to follow Ramsey in giving a nor-
mative rather than a descriptive answer: It is rational to
arrange one’s subjective probabilities in accordance with
the axioms. (It is not unreasonable, of course, to see this
normative claim, if true, as evidence for the correspon-
ding descriptive claim, since humans are in certain
respects reliably rational.)

The vehicle of Ramsey’s argument is what is called
the Dutch book theorem: It can be shown that, if one’s

subjective probabilities violate the axioms, then one will
be prepared to accept certain sets of bets (which bets
depends on the nature of the violation) that will cause
one a sure loss, in the sense that one will lose whether the
propositions that are the subjects of the bets turn out to
be true or false.

The details of the argument are beyond the scope of
this entry (for a more advanced introduction, see How-
son and Urbach 1993), but an example will illustrate the
strategy. The axioms of the probability calculus require
that the probability of a proposition and that of its nega-
tion sum to one. Suppose one violates this axiom by
assigning a probability of 0.8 both to a certain proposi-
tion a and to its negation. Then one is prepared to accept
odds of 4:1 on both a and —a, which means a commit-
ment to playing, at the same time, two games, in one of
which one pays $8 and wins $10 (i.e., one’s original $8
plus a $2 profit) if a is true, and in one of which one pays
$8 and wins $10 if a is false. Whether a is true or false, one
pays $16 but wins only $10—a certain loss. To play such
a game is irrational; thus, one should conform one’s sub-
jective probabilities to the probability calculus. Needless
to say, the Dutch book argument works best on the dubi-
ous interpretation of “prepared to accept” as equivalent to
“compelled to accept”; there have been many attempts to
reform or replace the argument with something that
makes weaker, or even no, assumptions about betting
behavior.

Subjectivism has been developed in several impor-
tant directions. First are various weakenings or general-
izations of the subjectivist machinery. The question of the
connection between subjective probability and betting
behavior is, as noted, one locus of activity. Another
attempts to generalize the notion of a subjective proba-
bility to a subjective probability interval, the idea being
that where one does not have an exact subjective proba-
bility for a proposition, one may have an approximate
level of confidence that can be captured by a mathemati-
cal interval, the equivalent of saying that one’s subjective
probability is indeterminately somewhere between two
determinate values.

Second, and closely related, is all the work that has
been put into developing decision theory over the last 100
years (e.g., see Jeffrey 1983). Finally, subjectivism pro-
vides the foundation for the Bayesian theory of inference.
At the root of the Bayesian system is a thought much like
the logical probabilist’s doctrine that, if k is one’s back-
ground knowledge, then one’s subjective probability for a
hypothesis a ought to be P(alk). Whereas for a logical
probabilist a conditional probability P(a|b) is a timeless
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logical constant, for a subjectivist it is something that
constantly changes as further evidence comes in (even
holding a and b fixed). For this reason, the subjectivist
theory of inference must be an inherently dynamic the-
ory; what is perhaps its best-known weakness, the “prob-
lem of old evidence,” arises from this fact.

Subjectivism had almost entirely eclipsed logical
probabilism by the late twentieth century; as the celestial
metaphor unwittingly implies, however, there is a cyclic
aspect to philosophical history: An interest in the central
notion of logical probability theory, evidential weight, is
on the rise.

There are three strands to this new movement. First
is the perception among philosophers of science that sci-
entific discourse about evidence is almost never about the
subjective probability scientists should have for a hypoth-
esis, and almost always about the degree of support that
the evidence lends to the hypothesis. Second is the devel-
opment of new and safer (though limited) versions of the
principle of indifference. Third is technical progress on
the project of extracting from the principles of Bayesian
inductive inference a measure of weight. Note that this
third project conceives of inductive weight as something
derived from the more basic Bayesian principles govern-
ing the dynamics of subjective probability, a view
opposed to the logical probabilists’ derivation of rational
subjective probabilities from the (by their lights) more
basic logical principles governing the nature of inductive
support.

INDIFFERENCE. The principle of indifference distrib-
utes probability among various alternatives—in the usual
case, mutually exclusive and exhaustive propositions—
concerning which little or nothing is known. The princi-
ple’s rationale is that certain probability distributions
reflect ignorance better than others. If I know nothing
that distinguishes two mutually exclusive possibilities,
picked out by propositions a and b, then I have no reason
to expect one more than the other: I should assign the
propositions equal probabilities. Any asymmetric assign-
ment, say assigning twice the probability to a that I assign
to b, would reflect some access on my part to facts sup-
porting a at the expense of b. Thus, ignorance and prob-
abilistic symmetry ought to go hand in hand—or so the
principle of indifference would have it.

The principle is an essential part of logical probabil-
ity theory, for the reasons given earlier, but there have
always been subjectivists who appeal to the principle as
well. It is most useful within the Bayesian approach to
inductive inference.

PROBABILITY AND CHANCE

The epistemic strand of classical probability theory
also invokes the principle, of course, blending it with the
discernment of “equally possible cases” in the paradig-
matic gambling setups. This conflation has confused the
discussion of the principle ever since, with proponents of
the principle continuing to take aid and comfort in the
principle’s apparent virtuoso handling of cases such as
the one-half probability of heads. One’s reasoning about
the gambling probabilities, however, as the classical prob-
abilists for the most part themselves dimly saw, is a mat-
ter of inferring physical probabilities from physical
symmetries, not of setting epistemic probabilities to
reflect symmetric degrees of ignorance (Strevens 1998).

The most famous arguments against the principle of
indifference were developed in the nineteenth century,
which was a time of hegemony for physical over epistemic
probability. They take their name from Joseph Bertrand
(1822-1900), who pointed to the difficulty of finding a
unique symmetry in certain indifference-style problems.

Consider, for example, two leading theories of dark
matter in the universe: the MACHO and the WIMP the-
ories. Each posits a certain generic form for dark matter
objects, respectively large and small. If one has no evi-
dence to distinguish them, it seems that the principle of
indifference directs one to assign each a probability of
one-half (assuming for the sake of the argument that
there are no other possibilities). But suppose that there
are four distinct schools of thought among the MACHO
theorists, corresponding to four distinct ways that
MACHOs might be physically realized, and eight such
schools of thought among WIMP theorists. Now there
are twelve possibilities, and once probability is distributed
equally among them, the generic MACHO theory will
have a probability of one-third and the WIMP theory a
probability of two-thirds. Cases such as this make the
principle seem capricious, if not simply inconsistent (as it
would be if it failed to pick out a privileged symmetry).

Matters become far worse, as Bertrand noted, when
there are uncountably many alternatives to choose
among, as is the case in science when the value of a phys-
ical parameter, such as the cosmological constant, is
unknown. Even in the simplest of such cases, the princi-
ple equivocates (Van Fraassen 1989, chapter 12). As noted
earlier, some progress has been made in solving these
problems, with Edwin T. Jaynes (1983) being a ringleader.
Most philosophers, though, doubt that there will ever be
a workable principle of indifference suited to the needs of
general inductive inference.
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PHYSICAL PROBABILITY

The paradigms of physical probability are the probabili-
ties attached to gambling setups; there are, however,
many more interesting examples: the probabilities of
quantum mechanics and kinetic theory in physics, the
probabilities of population genetics in evolutionary the-
ory, actuarial probabilities such as the chance of dying
before reaching a certain age, and the probabilities in
many social science models. It is by no means clear that
there is a single phenomenon to be explained here; the
physical probabilities ascribed to phenomena by the best
scientific theories may differ in their makeup from theory
to theory. There is a commonality in the phenomena
themselves, however: Whenever the notion of physical
probability is put to scientific work, it is to predict or
explain what might be called probabilistic patterns of
outcomes. These patterns are characterized by a certain
kind of long-run order, discernible only over a number of
different outcomes, and a certain kind of short-term dis-
order, the details of the order and disorder depending on
the variety of probability distribution.

The simplest and best-known of the patterns is the
Bernoulli pattern, which takes its name from the corre-
sponding probability distribution. This is the pattern typ-
ical of the outcomes produced by gambling devices, such
as the pattern of heads and tails obtained by tossing a
coin. The long-term order takes the form of a stable fre-
quency equal to the corresponding probability. In the
case of the tossed coin, this is of course the one-half fre-
quency with which heads and tails occur (almost always)
in the long run. The short-term disorder, though an
objective property of the pattern itself, is perhaps best
gotten at epistemically: Once one knows that the long-
run frequency of heads is one-half, the outcome of one
toss provides no useful information about the outcome of
the next. The law of large numbers implies that a chance
setup will produce its characteristic probabilistic patterns
in the long run with very a high (physical) probability.
When discussing physical probability, it is more natural
to talk of probabilities attaching to events than to propo-
sitions; what follows will be formulated accordingly.

THE FREQUENCY THEORY The frequentist theory of
physical probability has its roots in the empiricist inter-
pretation of law statements according to which they
assert only the existence of certain regularities in nature
(on the regularity theory, see Armstrong 1983). What is
usually called the actual frequency theory of probability
understands physical probability statements, such as the
claim that the probability of a coin toss’s yielding heads is

one-half, as asserting in a like spirit the existence of the
appropriate probabilistic patterns—in the case of the
coin toss, for example, a pattern of heads and tails in the
actual outcomes of coin tosses exemplifying both the
order and the disorder characteristic of the Bernoulli pat-
terns.

The characteristic order in a Bernoulli pattern is a
long-run frequency approximately equal to the relevant
probability; in the case of the coin, then, it is a long-run
frequency for heads of one-half. It is from this aspect of
the pattern that frequentism takes its name. (One com-
plication: A distinction must be made between the case in
which the set of events exemplifying the pattern is finite
and the case in which it is countably infinite. In a finite
case, what matters is the proportion or relative frequency,
whereas in the infinite case, it is instead the limiting fre-
quency, that is, the value of the relative frequency in the
limit, if it exists, as it must for the Bernoulli pattern to
exist.)

Although their account is named for frequencies,
most frequentists insist also on the presence of appropri-
ate short-term disorder in the patterns. It is less easy to
characterize this disorder in the purely extensional terms
implicit in a commitment to regularity metaphysics. Suf-
fice it to say that there is a broad range of characteriza-
tions, some strict, some rather lax. Among frequentists,
Richard von Mises (1957) tends to a strict and Hans
Reichenbach (1949) to a lax requirement (though
Reichenbach holds, characteristically, that there is no
uniquely correct level of strictness; for a discussion of the
technical problems in constructing such a requirement,
see Fine [1973]).

The probability that a particular coin toss lands
heads is one-half, according to frequentism, because the
outcome of the toss belongs to a series that exemplifies
the Bernoulli pattern with a frequency of one-half. The
truth-maker for the probability claim is a fact, then,
about a class of outcomes, not just about the particular
outcome to which the probability is nominally attached.
But which class? If one is tossing an American quarter,
does the class include all American quarters? All Ameri-
can and Canadian quarters? All fair coins? Or—omi-
nously—all coin tosses producing heads? To give an
answer to this question is to solve what has become
known as the problem of the reference class.

The standard frequentist solution to the problem is
to understand probability claims as including a (perhaps
implicit) specification of the class. All physical probabil-
ity claims are, in other words, made relative to a reference
class. This doctrine reveals that the frequency theory is
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best seen as an account, in the first instance, of statements
of statistical laws. A claim about the one-half probability
of heads, for example, is on the frequency interpretation
in essence a statement of a probabilistic law concerning a
class of coin tosses, not a claim about a property of a par-
ticular toss.

The kinship between the regularity account of deter-
ministic laws and the frequency account of probability is,
then, even closer than it first appears. Note that the regu-
larity account has its own analog of singular probability
claims, namely, singular claims about deterministic ten-
dencies, such as a particular brick’s tendency to fall to
earth when released. Regularity theorists interpret a ten-
dency claim not as picking out an intrinsic property of
the object possessing the tendency, but as a veiled law
statement.

The case of probability introduces a complication,
however, that is not present in the case of exceptionless
regularities: A particular coin toss will belong to many
reference classes, some with different frequencies for
heads. There may be, then, no determinate fact of the
matter about an individual coin toss’s probabilistic ten-
dency to produce heads, or equivalently, about what are
often called single case probabilities. Frequentists have
made their peace with this consequence of their view.

Opponents of the frequency view argue that single-
case probabilities are metaphysically, inductively, and
explanatorily indispensable. Are they right? Here is the
case for metaphysical indispensability: Some writers,
especially propensity theorists, hold that there is clearly a
fact of the matter about the value of the probability that
some particular coin toss lands heads, independent of any
choice of reference class. Frequentists may simply deny
the intuition or may try explain away the appearance of a
single-case fact (for related versions of the explanation,
see Reichenbach 1949, §68; Strevens 2003, pp. 61-62).

And here is the case for predictive indispensability:
To settle, for predictive and decision-theoretic purposes,
on a rational subjective probability for an event using the
probability coordination principle, a corresponding
physical probability must be found (see the discussion of
probability coordination later on). The corresponding
probability is often understood to be the physical proba-
bility of that very event, hence, a single-case probability.
Frequentists must find an alternative understanding.
Reichenbach proposes using the frequentist probability
relative to the narrowest reference class “for which reli-
able statistics can be compiled” (1949, p. 374).

PROBABILITY AND CHANCE

The case for explanatory indispensability rests prin-
cipally on the intuition that the probabilistic explanation
of a single outcome requires a single-case probability. The
philosophy of scientific explanation, much of it devel-
oped by regularity theorists and other metaphysical
empiricists, offers a number of alternative ways of think-
ing about explanation, for example, as a matter of show-
ing that the outcome to be explained was to be expected,
or as a matter of subsuming the outcome to be explained
under a general pattern of outcomes (both ideas pro-
posed by Carl Gustav Hempel). The fate of frequentism,
and more generally of the regularity approach to laws of
nature, depends to some extent, then, on the adequacy of
these conceptions of explanation.

Why be a frequentist? The view has two principal
advantages. First is its light metaphysical touch, shared
with the regularity account of laws. Second is the basis it
gives for the mathematics of probability: Frequencies, as
mathematical objects, conform to almost all the axioms
of probability. Only almost all because they violate the
axiom of countable additivity, an extension to the count-
ably infinite case of the third axiom described earlier.
Countable additivity plays an important role in the deri-
vation of some of probability mathematics’ more striking
results, but whether it is necessary to provide a founda-
tion for the scientific role of physical probability claims is
unclear.

There is more than one way to be a frequentist. A
naive actual frequentist holds that there is a probability
wherever there is a frequency, so that, in a universe where
only three coin tosses have ever occurred, two coming up
heads, there is a probability for heads of two-thirds. This
view has been widely criticized, though never held. Com-
pare with the naive regularity theory of laws (Armstrong
1983, §2.1).

What might be called ideal actual frequentism is the
theory developed by Reichenbach (1949) and von Mises
(1957). On this view, probability statements are con-
strued as ideally concerning only infinite classes of events.
In practice, however, they may be applied to large finite
classes that in some sense come close to having the prop-
erties of infinite classes. Thus, Reichenbach distinguishes
the logical meaning of a probability statement, which
asserts the probabilistic patterning of an infinite class of
outcomes, and the finitist meaning that is given to prob-
ability claims in physical applications, that is, in the sci-
entific attribution of a physical probability (Reichenbach
1949). On the finitist interpretation, then, a physical
probability claim concerns the probabilistic patterning of
some actual, finite class of events—albeit a class large
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enough to have what Reichenbach calls a practical limit-
ing frequency. (Reichenbach’s wariness about logical
meaning owes as much, incidentally, to his desire to have
his theory of probability conform to the verifiability the-
ory of meaning as to a concern with, say, the validity of
probability claims in a finite universe.)

David Lewis (1994), reviving Ramsey’s account of
laws of nature, proposes that the fundamental laws are
nothing but the axioms of the theory that best system-
atizes, or unifies, the phenomena. A systematization is
good to the degree that it is simple, that it makes claims
about a large proportion of the phenomena (ideally all
the phenomena, of course), and that its claims are accu-
rate. Lewis (1994) extends the definition of accuracy, or as
he calls it, fit, to accommodate axioms attributing physi-
cal probabilities: A set of phenomena are a good fit to a
physical probability statement if the phenomena exem-
plify the probabilistic patterns appropriate to the proba-
bility ascribed. A system of probabilistic axioms will be a
good systematization, then, only if the physical probabil-
ities it assigns to the phenomena are reflected, for the
most part, in corresponding probabilistic patterns.

In this respect, Lewis’s view is a form of frequentism.
Although there is not some particular set of outcomes
whose probabilistic patterning is necessary and sufficient
for the truth of a given probabilistic law statement, it is
nevertheless the world’s probabilistic patterns, taken as a
whole, that provide the basis for all true statements of
probabilistic law.

Some writers suggest that a claim such as “The prob-
ability of obtaining heads on a toss of this coin is one-
half” is equivalent to the claim that, if the coin were
tossed infinitely many times, it would yield heads with a
limiting frequency of one-half. The truth-makers for
physical probability claims, then, are modal facts (except
in the case where there actually are an infinite number of
tosses). This view is known as hypothetical frequentism.

Though much discussed in the literature, hypotheti-
cal frequentism is seldom advocated. Reichenbach (1949)
and von Mises (1957) are sometimes labeled hypothetical
frequentists, but the textual evidence is thin, perhaps even
nonexistent. Colin Howson and Peter Urbach (1993)
advocate a hypothetical frequency view. Bas C. van
Fraassen’s (1980) frequencies are also hypothetical, but
because he holds that the literal meaning of theoretical
claims is irrelevant to the scientific enterprise, the spirit of
his account of probability is, in its empiricism, closer to
Reichenbach’s ideal actual frequentism.

The weaknesses of frequentism are in large part the
weaknesses of the regularity theory of laws. An interesting
objection with no parallel in the regularity account is as
follows: In the case of reference classes containing count-
ably infinite numbers of events, the value (indeed, the
existence) of the limiting frequency will vary depending
on how the outcomes are ordered. There appear to be no
objective facts, then, about limiting frequencies. Or
rather, if there are to be objective facts, there must be
some canonical ordering of outcomes, either specified
along with the reference class or fixed as a part of the sci-
entific background. How serious an impediment this is to
the frequentist is unclear.

THE PROPENSITY THEORY. If frequentism is the regu-
larity theorist’s natural interpretation of physical proba-
bility claims, then the propensity account is the
interpretation for realists about laws, that is, for philoso-
phers who believe that law statements assert the existence
of relations of nomic necessity and causal tendencies
(Armstrong 1983). For the propensity theorist, probabil-
ities are propensities, and propensities are a certain kind
of distinctly probabilistic causal tendency or disposition.

The propensity theorist’s home territory is single-
case probability, the kind of probability attached to a par-
ticular physical process or outcome independently of the
specification of a reference class or ordering of outcomes.
Because propensities are supposed to be intrinsic proper-
ties of token processes, on the propensity view every
probability is a single-case probability. Given some par-
ticular outcome that one wishes to predict or explain,
then, there is an absolute fact of the matter as to the phys-
ical probability of the outcome that one may—and pre-
sumably, must—use in one’s prediction or explanation.

Of course, knowledge of this fact, if it is to be ob-
tained by observing the statistics of repeated experi-
ments, will require the choice of a reference class, the aim
being to find a class containing processes that are suffi-
ciently similar that their statistics reveal the nature of
each of the underlying propensities in the class. Further-
more, by analogy with the case of deterministic causal
tendencies, propensities may owe their existence to prob-
abilistic laws governing classes of processes. Thus, some-
thing not unlike the frequentist’s reference classes may
turn up in both the epistemology and the metaphysics of
propensities, but this does not detract from the fact that
on the propensity view, there are real, observer-inde-
pendent single-case probabilities.

To identify probabilities with propensities is reveal-
ing because one thinks that one has a good intuitive sense
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of the nature of propensities in the deterministic case;
one is reasonably clear on what it is to be fragile, aggres-
sive, or paramagnetic. Though the metaphysics of dispo-
sitions is still a matter of dispute, it seems that one comes
to deterministic propensities, at least at first, by grasping
what they are propensities for: for example, breaking, vio-
lent behavior, and magnetic attraction. To adopt a
propensity theory of probability, then, with the sense of
familiarity the word propensity brings, is to make an
implicit commitment to elucidating what probabilistic
propensities are propensities for.

A straightforward answer to this question was given
by Karl R. Popper (1959) in one of the earliest modern
presentations of the propensity theory: A probabilistic
propensity is a disposition to produce probabilistically
patterned outcomes. A particular coin’s probability for
heads of one-half, then, is a disposition to produce a
sequence of heads and tails that is disordered in the short
term, but in the long term contains heads with a fre-
quency of one-half. (Popper in fact omits the disorder
requirement and allows that the sequence may be long
and finite or infinite.) On Popper’s view, then, a proba-
bilistic propensity differs from a deterministic propensity
not in the means of production, but only in what is pro-
duced: a probabilistic pattern over a long series of trials,
rather than a single discrete episode of, say, shattering or
magnetic attraction.

Popperian propensity theory is committed to the
claim that, if the probability of a tossed coin’s landing
heads is one-half (and remains so), then continued toss-
ing of the coin will eventually yield a set of outcomes of
which about one-half are heads. But this sits badly with
the intuitive conception of the workings of probability: If
the probability of heads is one-half, then it is possible,
though unlikely, that it will produce all heads for as long
as one likes, even forever.

This intuition has an analog in probability mathe-
matics. The law of large numbers prescribes a very high
probability that the long-run frequency with which
an outcome occurs will match its probability; by the same
token, however, there is a nonzero probability that any
(finite) long run will fail to produce a probability-
matching frequency. There is some physical probability,
then, that a probabilistic propensity will fail to produce
what, according to the Popperian propensity view, it
must produce. If this physical probability is itself a Pop-
perian propensity—and surely it is just another manifes-
tation of the original one-half propensity for
heads—then it must produce, by Popper’s definition, a
matching frequency, which is to say that it must

PROBABILITY AND CHANCE

occasionally produce the supposedly impossible series of
heads. If it is to be consistent, Popper’s definition must be
carefully circumscribed. (There is a lesson here for fre-
quentists, too.)

Most propensity theorists accept that probabilistic
setups will occasionally fail to produce probability-
matching frequencies. Thus, they repudiate Popper’s ver-
sion of the propensity theory. What, then, can they say
about the nature of the propensity? Typically, they hold
that the probability of, say, heads is a propensity to pro-
duce the appropriate probabilistic patterns with a high
physical probability (Fetzer 1971, Giere 1973)—thus,
such a probabilistic propensity is probabilistic not only in
its characteristic effect, which is, as on Popper’s defini-
tion, a probabilistic pattern, but also in its relation to the
effect. (D. H. Mellor [1971] offers an interesting variant
on this view.)

Whereas the Popperian definition comes close to
inconsistency, this new definition is manifestly circular.
Its proponents accept the circularity, so committing
themselves to the ineffability of probabilistic propensi-
ties.

The ineffability of propensities, it is asserted, is not a
problem provided that their values can be inferred; the
usual apparatus of statistical inference is tendered for this
purpose. Critics of the post-Popperian propensity inter-
pretation naturally fasten on the question of whether it
succeeds in saying anything substantive about probability
at all—anything, for example, that illuminates the ques-
tion of why physical probabilities conform to the axioms
of the probability calculus or explain the outcomes that
they produce. It does seem that modern propensity theo-
rists are not so far from what is sometimes called the
semantic interpretation of probability, on which proba-
bilities are considered to be model-theoretic constructs
that ought not to be interpreted at all, but simply
accepted as formal waypoints between evidence and pre-
diction in probabilistic reasoning (Braithwaite 1953).
Compare Carnap’s (1950) notion of partial interpretation
and Patrick Suppes (1973).

A characteristic doctrine of the propensity theory is
that probabilistic propensities, hence probabilities, are
metaphysically irreducible: They are in some sense fun-
damental building blocks of the universe. The corollary
to this doctrine is that the physical probabilities science
assigns to outcomes that are deterministically pro-
duced—including, according to many philosophers, the
probabilities of statistical mechanics, evolutionary biol-
ogy, and so on—are, because they are not irreducible,
they are not propensities, and because they are not
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propensities, they are irreducible. Ronald N. Giere (1973)
writes that they must be given an “as if” interpretation,
but propensity theorists offer no account of “as if” prob-
ability’s scientific role.

On a broader understanding of the nature of a
propensity, however, at least some of the physical proba-
bilities assigned by science to the outcomes of determin-
istic processes might count as probabilistic propensities.
As explained in the entry on chaos, certain subclasses of
chaotic systems have dynamic properties in virtue of
which they tend to generate probabilistic patterns of out-
comes (Strevens 2003). These dynamic properties may be
understood, then, as endowing the systems with a
propensity to produce probabilistic patterns, and the
propensity itself may be identified with the physical prob-
abilities that science ascribes to the outcomes.

There is one, not inconsiderable, complication: The
systems in question will generate the probabilistic pat-
terns only given appropriate initial conditions. Almost all,
but not all, initial conditions will do. This raises two
important questions that need to be answered if chaos is
to provide a part of the foundation for the metaphysics of
physical probability. First, ought the necessary properties
of the initial conditions to be considered a part of the
propensity? If so, the propensity seems not to be an
intrinsic causal property of the process. Second, the ini-
tial conditions are, in this context, most naturally
described using a probability distribution. Thus, the basis
of the probabilistic propensity is a further probabilistic
element itself in need of analysis.

THE SUBJECTIVIST THEORY. It is something of a mys-
tery why the mathematics of the probability calculus
should be useful both for capturing elements of belief
and inductive inference and for describing the processes
that give rise to probabilistic patterns, or in other words,
why two such different things as epistemic and physical
probability should share the same formal structure.

According to the subjectivist theory of physical prob-
ability, there is no mystery at all: Physical probabilities are
nothing but a certain kind of subjective probability. The
intuition that, say, the probability of heads is a quantifi-
cation of some physical property of the tossed coin is, on
the subjectivist approach, an illusion: There are frequen-
cies and mechanical properties out in the world, but
physical probabilities exist entirely in the descriptive
apparatus of people’s theories, or in their minds.

For the principal architect of subjectivism, Bruno de
Finetti, the appeal of the theory is not only its neoclassi-
cal reunification of epistemic and physical probability but

also its empiricism: Subjectivism is most at home in what
is now called a Humean world. Of course, frequentism is
also a theory of physical probability that the metaphysical
empiricist can embrace; the main advantage of subjec-
tivism over frequentism is its provision—if such is truly
necessary—of single-case probabilities (de Finetti 1964).

Subjectivism asserts the identity of the subjective
probability for heads and the physical probability for
heads. But it does not claim that, say, one’s subjective
probability for the MACHO theory of dark matter is also
a physical probability for the theory. Rightly so, because
one does not acknowledge the existence of physical prob-
abilities wherever there are subjective probabilities. A
plausible subjectivism must have the consequence that
one projects only a small subset of one’s subjective prob-
abilities onto the world as physical probabilities.

At the heart of the subjectivist theory, then, must be
a criterion that picks out just those subjective probabili-
ties that are experienced as physical and that accounts for
their particular, peculiar phenomenology. The key notion
in the criterion is one of resilience: Unlike most subjective
probabilities, which change as more evidence comes in,
the subjective probabilities one calls physical have
attained a certain kind of stability under the impact of
additional information. This stability gives them the
appearance of objectivity, hence of reality, hence of phys-
icality, or so the subjectivist story goes. Brian Skyrms
(1980) employs this same notion of resilience to give a
projectivist account of causal tendencies and lawhood in
the deterministic as well as the probabilistic case; subjec-
tivism, then, like frequentism and the propensity theory,
can be seen as a part of a larger project embracing all
causal and nomological metaphysics.

There is an obvious difficulty with the subjectivist
position as elaborated so far: My subjective probability
for an outcome such as a coin’s landing heads may very
well change as the evidence comes in. I may begin by
believing that a certain coin is fair, and so that the physi-
cal probability of its yielding heads when tossed is one-
half. As I continue to toss it, however, I may come to the
realization that it is biased, settling eventually on the
hypothesis that the physical probability of heads is three-
quarters. Throughout the process of experimentation, I
project (according to the subjectivist) a physical probabil-
ity distribution onto the coin, yet throughout the process,
because the projected physical probability for heads is
changing, increasing from one-half to three-quarters, my
subjective probability for heads is also changing. Where is
the resilience?
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De Finetti’s (1964) achievement is to find a kind of
resilience, or constancy, in my subjective probabilities
even as my subjective probability for heads is changing.
This resilience is captured by the property de Finetti calls
exchangeability. Consider my subjective probability dis-
tribution over, say, the outcomes of the next four tosses of
my coin. Every possible sequence of four outcomes will
be assigned some subjective probability. The probability
assignment—the subjective probability distribution—is
said to be exchangeable if any two sequences having the
same number of heads and tails are assigned equal prob-
abilities. For example, exchangeability implies that HTHT
and HHTT, each having two heads and two tails, are
assigned the same probability, but allows this probability
to differ from that assigned to, say, HHHT. In an
exchangeable distribution, then, the probability assigned
to a sequence of heads and tails depends only on the rel-
ative frequency with which heads and tails occur in the
sequence (in the case of infinite sequences, which de
Finetti uses in his mathematical construction, substitute
limiting frequency).

If my subjective probability distribution over heads
and tails is exchangeable, then the order in which the
heads and tails come in as I experiment with my coin will
not in itself affect my subjective probability for heads.
The frequency with which heads and tails come in will, by
contrast, most definitely affect my subjective probability.
Thus, exchangeability is a kind of partial resilience; it is
resilience to information about order, but not frequency.

De Finetti (1964) claims, uncontroversially, that one’s
subjective probability distributions over future sequences
of heads and tails (and the outcomes of other Bernoulli
setups) are exchangeable. He goes on to prove a theo-
rem—his celebrated representation theorem—that shows
that the following two reasoners will be outwardly indis-
tinguishable: First, a reasoner who has various hypotheses
about the physical probability of heads and updates the
subjective probabilities for these hypotheses in the usual
way as evidence comes in, and second, a reasoner who has
no beliefs about physical probabilities, but simply has an
exchangeable subjective probability distribution over
future sequences of outcomes. The only difference
between the two reasoners, then, will be that the first will
claim, presumably as a result of introspection, to be learn-
ing about the values of physical probabilities in the world.

The subjectivist’s sly suggestion is that people are all
in fact reasoners of the second kind, falsely believing that
they are reasoners of the first kind. Or, in a more revi-
sionist mood the subjectivist may argue that, though they
are reasoners of the first kind, they will give up nothing
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but dubious metaphysical commitments by becoming
reasoners of the second kind.

Critics of subjectivism question the aptness of
exchangeability as a psychological foundation for proba-
bilistic reasoning. The sole reason that people assign
exchangeable subjective probability distributions to cer-
tain classes of sequences, according to these writers, is
that they believe the sequences to be produced by physi-
cal probabilities (Bernoulli distributions, to be exact) and
they know that an exchangeable subjective probability
distribution is appropriate for outcomes so produced.
Note that this argument has both a descriptive and nor-
mative dimension: Against a descriptive subjectivist, who
holds that beliefs about physical probability play no role
in people’s probabilistic reasoning, the critic proposes
that such beliefs cause them to assign exchangeable dis-
tributions. Against a normative subjectivist, who holds
that beliefs about physical probability should not play a
role in people’s probabilistic reasoning, the critic pro-
poses that such beliefs are required to justify their assign-
ing exchangeable distributions.

A different line of criticism targets subjectivism’s
metaphysics: Why not identify physical probability with
whatever produces the probabilistic patterns? Why not
say that the probability of heads is a quantification of, at
least in part, the physical symmetry of the coin? Such a
position has its problems, of course, but they are not
obviously insurmountable. More generally, given the rich
array of options available for understanding the nature of
physical probability, the subjectivist’s flight from any
attempt to give a metaphysics seems to many, as yet,
insufficiently motivated.

PROBABILITY COORDINATION

It is generally accepted that it is rational, in normal cir-
cumstances, to set one’s subjective probability for an
event equal to the physical probability ascribed by science
to that event or to that type of event. Returning to the
first paragraph of this entry, if the physical probability of
a hurricane is high, I should expect—I should assign a
high subjective probability to—a hurricane strike. This is
the principle of probability coordination.

Because the equation of physical and epistemic prob-
ability is made explicit in the classical definition of prob-
ability, classicists are probability coordinators par
excellence. Leibniz, for example, articulates what appears
to be an early formulation of the probability coordination
principle when he writes “quod facile est in re, id proba-
bile est in mente” (Hacking, 1975, p. 128); Ian Hacking
glosses this as “our judgment of probability ‘in the mind’
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is proportional to (what we believe to be) the facility or
propensity of things” (the parenthesized phrase is not in
the Latin; 1975, p. 128). But strictly speaking, of course,
classicists cannot conceive of this as a coordination of dif-
ferent kinds of probability, since they allow only one kind
of probability.

In the twentieth century, probability coordination
was introduced as a topic in its own right by David Miller,
who argued, as a part of a Popperian case against induc-
tive inference, that a probability coordination principle
would have to be inconsistent. Commentators soon
pointed out that there are consistent versions of the prin-
ciple, and some years later David Lewis wrote what is still
the most influential paper about the proper form of a
principle of coordination and its role in scientific infer-
ence, conjecturing that such a principle “capture(s] all we
know about [physical probability]” (1980, p.266).

Modern attempts at a formulation of a probability
coordination principle contain two elements not present
in Leibniz’s maxim. First is the modification interpolated
by Hacking: The principle commands that one sets one’s
subjective probabilities equal not to the corresponding
physical probabilities, but to what one believes the values
of those probabilities to be, or more generally, to the
mean of the different possible values, weighted by one’s
subjective probability that each value is the correct one.
Such a principle might be loosely interpreted as saying
that one should do one’s best to set one’s subjective prob-
abilities equal to the physical probabilities.

Second is a restriction of the range of the principle:
When one possesses certain kinds of information, proba-
bility coordination is not necessarily rational. Suppose,
for example, that I know for some science-fictional rea-
son that the coin I am about to toss will land heads. Then
I should set my subjective probability for heads equal to
one, not equal to the physical probability of one-half. The
information that the coin will land heads is what Lewis
(1980) calls inadmissible information; in the presence of
inadmissible information, the principle of probability
coordination does not apply. Note that what is admissible
is relative to the outcome in question; knowing how the
coin lands is admissible when I am setting my subjective
probability for the outcome of a different toss.

An attempt at a probability coordination principle
might, then, have the following form: one’s subjective
probability for an event e, conditional both on the propo-
sition that the physical probability of e isp and on any
admissible information k, should be set equal to p. (One’s
unconditional subjective probability for e, then, will be
the weighted sum of the physical probabilities, as men-

tioned earlier.) In symbols: If one’s background knowl-
edge is admissible, then set

Cle|tk) = P,(e),

where C(-) is one’s subjective probability distribution, ¢ is
the proposition that the correct physical probability dis-
tribution for e is P(-), and k is any other admissible infor-
mation.

Note that propositions such as  are normally conse-
quences of two kinds of fact: probabilistic laws of nature
and some properties of e in virtue of which it falls under
the laws. For example, if e is the event of a particular coin
toss’s landing heads, then the law might be “All tosses of a
fair coin land heads with physical probability one-half”
and the additional fact the fairness of the coin in ques-
tion. In what follows it is assumed that the latter facts are
part of the background knowledge, and that ¢ simply
asserts some probabilistic law of nature, as suggested by
the previous notation.

The most puzzling aspect of the probability coordi-
nation principle is the nature of admissibility. Lewis pro-
poses a working definition of admissibility (he says that it
is a “sufficient or almost sufficient” condition for admis-
sibility) on which information is admissible either if it is
historical—if it concerns only facts about the past up to
the point where the principle is invoked—or if it is purely
probabilistic, that is, if it is information about physical
probabilities themselves.

The definition is problematic for two reasons. One
difficulty is explicitly identified by Lewis (1980) and
for many years prevented him from advancing the
frequency-based theory of physical probability that he
wished to give. As noted earlier, when coordinating prob-
abilities for a given outcome, information about the
future occurrence or otherwise of that outcome ought to
be counted inadmissible. It turns out that frequency-
based probabilities provide information of this sort.
Lewis, then, has three choices. The first is to revise the
working definition of admissibility so as to rule out such
information, in which case information about physical
probabilities will be inadmissible and the resulting prob-
ability coordination principle will be useless. The second
is to stay with the working definition of admissibility,
allowing the information provided by frequency-based
probabilities to count as admissible by fiat. It can be
shown, however, that the resulting principle—that is,
Lewis’s original principle—clearly sets the wrong sub-
jective probabilities in certain circumstances: There
are certain complex facts about the future that a fre-
quency-based probability distribution entails cannot
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obtain, yet assigns a nonzero probability. If such a proba-
bility distribution is known to be the correct one, then the
right subjective probability for the facts is zero, but prob-
ability coordination results in a nonzero subjective prob-
ability. The third option is to abandon probability
coordination as such. Lewis takes the third way out, pro-
posing a new kind of probability coordination principle
that has the form (using the notation from earlier)
C(e|tk) = P,(e|t). Michael Strevens (1995) points out that
both Lewis’s new principle and his original principle are
consequences of a more general probability coordination
principle according to which conditional subjective prob-
abilities should be set equal to conditional physical prob-
abilities. This principle yields Lewis’s original principle
when information about physical probability distribu-
tions is admissible and Lewis’s new principle when it is
not.

A different problem with Lewis’s working definition
of admissibility is that it makes no sense of probability
coordination in deterministic systems. If one condition-
alizes on the exact initial conditions of a coin toss, one
ought not to set one’s subjective probability for heads to
the physical probability of heads, one-half, but either to
zero or to one depending on whether those particular ini-
tial conditions cause the coin to land heads or tails. If a
probability coordination principle is to be applied to the
probability of heads, exact information about initial con-
ditions must therefore be ruled inadmissible. Lewis’s
(1980) working definition of admissibility counts initial
conditions, like all historical facts, as admissible.

Lewis (1980) does not regard this as a problem, since
he agrees with the propensity theorists that in determin-
istic systems there could be only ersatz physical probabil-
ities. Even if this is correct as a metaphysical doctrine,
however, it remains a matter of fact that one coordinates
one’s subjective probabilities with such ersatz probabili-
ties all the time, as when one forms expectations about
the outcomes of a tossed coin. Whatever one calls it, then,
there is a coordination principle for systems such as gam-
bling devices that apparently has the same form as the
genuine probability coordination principle (for a recon-
ciliation of Lewis’s account of physical probability and
probability coordination in deterministic systems, see
Loewer 2001).

There is clearly more work to be done elucidating the
form of the probability coordination process, and in
understanding admissibility in particular. A different
project attempts to justify the practice of probability
coordination, by giving an a priori argument that subjec-
tive probabilities should track physical probabilities, or
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beliefs about such. Lewis himself says no more than that
he can “see dimly” why probability coordination is
rational. Howson and Urbach (1993) attempt a full-
blown justification. Strevens (1999) argues that Howson
and Urbach’s argument appeals implicitly to a principle
of indifference and goes on to make a case that there is a
strong parallel between providing an a priori justification
for probability coordination and providing an a priori
justification for inductive inference, that is, solving the
problem of induction.

A final question about the relation between epis-
temic and physical probability was adumbrated earlier:
Why should the same formal structure be central to one’s
understanding of two such different things as the pro-
duction of the probabilistic patterns and the nature of
inductive reasoning?

See also Bayes, Bayes’ Theorem, Bayesian Approach to
Philosophy of Science; Confirmation Theory; Decision
Theory; Determinism and Indeterminism; Explana-
tion; Statistics, Foundations of.
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PROCLUS

(412-485)

Proclus was born in Constantinople into a Lycean family
that was still faithful to the old Hellenic religion in a soci-
ety already dominated by Christianity. The talented
young man forsook a career as a lawyer and decided to
devote his life entirely to philosophy. After studies in
Alexandria, he arrived in 431 in Athens where he joined
the Platonic school of Syrianus. After the death of his
venerated master, he became the leader of this school and
remained in that position for almost fifty years until his
death in 485. As we know from his biographer Marinus,
his whole life was devoted to teaching and writing. Pro-
clus was also a deeply devout person. In the community
of the school he continued to practice with his disciples
the rituals of the old Hellenic religion as well as the theur-
gical rituals of the Chaldeans. For Proclus, Plato was more
than a philosopher intent upon the search for the truth;
he was also a divinely inspired prophet showing the soul
a way of salvation. Reading Plato had become more than
just a scholarly exercise—it was a religious activity of
paramount importance.

Proclus was convinced that the truth had been
revealed by the gods in many different ways, in obscure
oracles, myths and symbols. He saw himself as the inter-
preter whose task it was to explain the hidden significance
of those religious traditions in a civilization where they
were doomed to disappear. It was his ambition to prove
the harmony between Plato and the other sources of
divinely inspired wisdom, in particular the Chaldean
Oracles and the Orphic poems. In his view, only a philo-
sophical approach could offer the framework and
rational arguments needed for this interpretation. For
that reason Plato remained for him the ultimate author-
ity in all matters, divine and human. Aristotle, on the
contrary, was given only a subsidiary role, as he never
developed a proper theology. His significance was
restricted to matters of logic and physics.

Proclus wrote commentaries on the dialogues of
Plato that were part of the curriculum of the Neoplatonic
school. The course started with the reading of the Alcibi-
ades I about self-knowledge, which was regarded as an
introduction to philosophy, and culminated in the expla-
nation of the two major dialogues of the Platonic corpus:
the Timaeus about the generation of the physical world
and the Parmenides, which was thought to offer Plato’s
doctrine on the first principles. Proclus also wrote a series
of interpretative essays on the Republic. The commentaries
of Proclus are masterpieces of their genre: They not only
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offer a systematic interpretation of the text, but also intro-
duce his own philosophical views and provide us with a
wealth of information about the discussions within the
Platonic tradition. That is particularly the case with the
commentary on the Timaeus: Proclus defends Plato’s
explanation of the physical world as superior to that in
Aristotle’s Physics because only Plato discovered the ulti-
mate (i.e., divine) causes of the physical phenomena.

Besides his work on Plato, Proclus composed a
remarkable commentary on Euclid’s Elements, the pro-
logues of which offer a philosophical introduction to the
study of the mathematical sciences. The Hypotyposis, or
Outline of the Astronomical Hypotheses, is another indica-
tion of his interest in science and cosmology. Proclus also
wrote short treatises on diverse subjects, such as the trea-
tise On the Existence of Evils, in which he attempts to
explain the existence of evil in a world proceeding from
an absolutely good principle. If all agents act for some
good and yet, evil occurs, it is unintended and uncaused.
Evil cannot exist in its own right and no proper cause
explains it. Its existence is parasitic (para-hypostasis),
supervening upon substances and acts. This doctrine,
which was adopted by a Christian author writing under
the pseudonym of Pseudo-Dionysus in his celebrated
treatise On the Divine Names, became for centuries the
dominant view in philosophical and theological debates
on evil.

Besides his commentaries, Proclus owes his reputa-
tion to his two great syntheses of Platonic philosophy, the
Elements of Theology and the Platonic Theology. Theology
is for Proclus a rational investigation into the first causes
and principles of all things. The first philosophers only
admitted corporeal entities, such as fire or water, as first
causes. Later philosophers recognized souls as principles
of life and movement and thus discovered noncorporeal
being. Aristotle posited unmoved intellects above the self-
moving souls and considered the first intellect to be the
ultimate divine cause. Only Plato, however, recognized a
cause beyond intellect, beyond being, beyond knowledge
and discourse, namely the One, from which all things
including matter derive their existence (Platonic Theology
L,1). Therefore, Plato’s theology is for Proclus (and for the
entire Neoplatonic school since Plotinus) the accom-
plishment of all preceding theological speculation, since
it reveals the “three principal hypostases”: the One, the
Intellect, the Soul.

ELEMENTS OF THEOLOGY

In this work, the metaphysical counterpart of Euclid’s Ele-
ments, Proclus demonstrates “in a geometrical manner” the
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most fundamental theorems of the theological or meta-
physical science as he understands it. The work contains
211 propositions, each of them followed by a demonstra-
tion. The first part (props. 1-112) examines the funda-
mental principles that govern the structure of all reality,
such as the relation between the One and the many, the
cause and the effect, the whole and the parts, transcen-
dence and participation, procession and reversion, conti-
nuity and discontinuity, Being, Life and Intellect, limit and
limitedness, self-movement and self-constitution, act and
potency, eternity and time.

In the second part (props. 113-211) Proclus gives a
survey of all degrees of reality, applying to them the gen-
eral metaphysical principles he had demonstrated before.
He discusses successively the gods (or “henads”), the
intellects and the souls. The physical realm falls outside
the scope of this theological metaphysics. The Elements of
Theology is without doubt the most original work of Pro-
clus, not so much because of its content (which offers the
standard doctrine of the Athenian school), but because of
its extraordinary attempt to develop the entire Neopla-
tonic metaphysics from a set of axioms. It also had a
tremendous influence, in particular through the Arabic
adaptation that was made in the ninth century in the cir-
cle of Al-Kindi. In the middle of the twelfth century this
Arabic treatise was translated into Latin. The Liber de
Causis, as it was named, circulated as the work of Aristo-
tle and thus obtained a great authority in medieval
Scholasticism. The systematic character of the Elements
and its rigorous method make it for the student the best
introduction to the complicated thought of Proclus.

ONE AND MULTIPLICITY. The Elements begin with the
proposition that “every manifold in some way partici-
pates in unity” Without some form of unity a multitude
would fall apart into an infinity of infinite things. A mul-
titude cannot, however, be itself the unity it participates
in. It is not the One, but a unified manifold, having unity
as an attribute, and is therefore posterior to the One itself
upon which it depends. All things, then, derive their being
ultimately from the One from which they proceed.

This One must be identified with the Good, since it
is the proper function of the One to hold together all
things and maintain them in existence, which is also the
function of the Good. For to hold a thing together and
make it one is to give it its perfection and well-being,
whereas dispersion is the cause of its destruction and evil.
Since the Good is what unifies things and the One is what
gives them perfection, the One and the Good are names
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designating the absolute principle from which and
toward which all things eternally proceed and return.

Having demonstrated the necessity of the One as the
first principle, Proclus explains how all things in all their
specificity proceed from this One. It is impossible to
admit that the utmost multiplicity of the material world
with its particularized bodies would proceed immediately
from the first principle. Plotinus had already argued that
from the One comes first the Intellect and from the Intel-
lect proceeds the Soul, which stands itself at the begin-
ning of time, division, and movement. For Proclus, this
Plotinian understanding of the procession is unsatisfac-
tory, in particular with regard to the second level, the
Intellect, which is identical with true Being and Life. If we
respect the “law of continuity,” which governs the proces-
sion of all things along the “chain of being,” we cannot
admit that the Intellect (which contains already the
Forms of all things) comes into existence immediately
after the absolute One. There must be “mean terms” con-
necting the extremities. From the One comes forth Being,
from Being Life, from Life the Intellect. Whereas Being is
the ultimate intelligible object (noéton), the Intellect,
which contains in its thought the paradigmatic Forms, is
the properly intellectual level (noeron). The intermediate
realm of Life is the intelligible-intellectual. In this triad of
hypostases, the superior level has the most comprehen-
sive and farthest reaching causality: for all things partici-
pate in being, but not all are living or capable of thinking.
The causality of the One reaches even further than that of
Being, since matter, the indeterminate substrate of the
physical realm, does depend on the One, though it does
not really “exist.”

THE TRIADIC DYNAMIC STRUCTURE OF REALITY.
Many propositions in the Elements concern causality
(hence the Latin-Arabic adaptation is appropriately
called De causis): they are not about the physical causes,
which are for Proclus only auxiliary causes, but about the
“true causes,” which always transcend their effect. What-
ever produces something must be superior to the effect,
which owes its existence to it. If this effect has itself the
power to produce, it will produce again something infe-
rior to it, until the procession comes down to what is alto-
gether unproductive, that is, matter. Although the effect is
inferior to its cause, it is also somehow similar to that
which has produced it. The effect is in a secondary man-
ner what its cause is primarily. Insofar as the effect is sim-
ilar to its cause and shares its character, it is said to
“remain” in its cause without yet having its proper exis-
tence. On the superior level, it exits “causally” or “poten-
tially” (if “potency” is understood as a productive power).

A being only acquires its proper existence (hyparxis)
when it proceeds from its cause and becomes distin-
guished from it. Through the procession it becomes
somehow dissimilar to the cause. Yet the procession from
the cause cannot go on infinitely: the effect must also
revert upon the cause from which it proceeds. Through
this “return” (epistrophe) the effect strives to be connected
again with its cause and becomes similar to it. If things
have their being through procession, they attain their
well-being or perfection through reversion. For the cause
of their well-being can only come from the origin of their
being. The final cause is thus identical with the efficient,
since all things desire as ultimate end that which is the
principle of their procession. As Proclus formulates it:
“All that is produced by a cause both remains in it and
proceeds from it” (Elements of Theology, § 30). “All that
proceeds from something reverts upon that from which it
proceeds” (§ 31). Therefore, “all that proceeds from a
principle and reverts upon it has a cyclical activity”(§ 33).
All beings remain in their causes, proceed from them, and
return to them, in an eternal circularity, since the end is
identical with the origin. Proclus finds this triadic
dynamic structure on all levels of reality.

PARTICIPATION AND NONPARTICIPATION. When
attempting to understand the relation between the Forms
and the many things that are similar to them, Plato intro-
duced the metaphor of “participation.” Participation,
however, raises as many problems as it solves, as Plato
shows in the aporetic discussion of the Parmenides
(which offered ammunition for Aristotle’s subsequent
criticism). The term seems to suggest that the many
things sharing in the same Form take “parts” of it. How
can one reconcile the transcendence of the Forms with
their presence in the many things? If participation is real,
the Forms must be immanent in the things sharing them
and hence will be divided. But how, then, can the tran-
scendence of the Forms be preserved? If, on the other
hand, we stress the unity and the indivisibility of the
Forms, we end up making participation impossible.

Proclus’s solution to this problem is the distinction
between the participated and unparticipated mode of a
hypostasis. What is participated in by the particular things
cannot be the ideal Form itself, but must be a form that
comes forth from it and is present in them. These imma-
nent forms are somehow comparable to the Aristotelian
Forms in matter. However, whereas Aristotle rejects the
transcendent Forms as an unnecessary duplication of
reality, Proclus argues that the unparticipated Forms are
necessary to guarantee the universal character of the
forms in matter. The participated form belongs entirely
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to the particular thing sharing it. Since what inheres in
one thing cannot be present in another, there is no expla-
nation of the fact that the many things, though obtaining
a proper form, have this form in common. By postulating
an unparticipated Form, which exists prior to all partici-
pated forms proceeding from it, the Platonists can
explain how the eidos is common to all that can share in
it and nevertheless the same in all. As is said in proposi-
tion 23: “all that is unparticipated brings forth from itself
the participated; and all the participated hypostases
extend back to the unparticipated.”

The distinction between the participated and the
unparticipated not only applies to the Forms, but to all
levels of reality: Soul, Intellect, and even the One. Within
each realm a distinction must be made between the first
unparticipated term (the “monad”) and the “series” or
multiplicity of beings of a similar nature coordinated
with it. Thus, besides the many souls that are participated
in on various levels by different bodies—the particular
souls by which each human being exists as a particular
animal, the souls of demons, the planetary divine souls—
we must postulate the existence of the unparticipated
Soul, from which a multiplicity of souls proceeds accord-
ing to diverse modes of participation.

Similarly, besides the many particular intellects par-
ticipated in by different divine and human souls, there
must also exist an absolute unparticipated Intellect,
which comprises the totality of all Forms. The many
intellects proceed from this absolute Intellect and form
together with it a coordinate series of a similar intellec-
tual nature. Following the same line of reasoning, we
must also posit after the One, which is absolutely tran-
scendent and can in no way be participated by the infe-
rior levels, a manifold series of “ones,” “units,” or
“henads” consequent upon the primal One, which are
participated in by the different classes of being. Those
henads are not the modalities of unity acquired by beings,
but self-subsisting units which remain transcendent
above the beings that depend upon them. Though they
are in themselves beyond being and beyond knowledge,
as is the primal One, in which they remain co-united,
their distinctive properties can be inferred indirectly from
the different classes of beings dependent upon them. “For
differences within an order of participants are deter-
mined by the distinctive properties of the principles par-
ticipated in” (Elements of Theology § 123).

In view of the different classes of beings depending
upon them, we can distinguish, for example, intelligible,
intellectual, hypercosmic, or encosmic henads. Yet, inso-
far as they are all self-subsisting units, they remain uni-
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fied in the One itself. If the One stands for the first divine
cause, the different henads constitute the different classes
of the gods. “For every god except the One is participable”
(§ 116). With this doctrine of the henads, Proclus can
defend—against Christian monotheism—both the unity
and multiplicity of the divine. In his view, it is the main
task of a Platonic philosopher to explain in a rational sys-
tem the procession and the distinctive properties of all
the classes of the gods we know through the diverse reli-
gious traditions. That is the purpose of Proclus’s last
magnum opus.

THE PLATONIC THEOLOGY

Proclus distinguishes four types of theological discourse.
Divinely inspired poets use dramatic stories (talking
about sexual relations, births, fights, cuttings of organs)
to symbolically indicate the processions of the divine
principles and their mutual relations. This mythological
discourse is characteristic of the ancient Hellenic theol-
ogy, as known through the Orphic poems and the works
of Homer and Hesiod. In oracular discourse (in particu-
lar the Chaldean Oracles) prophets reveal the names and
properties of the gods without resorting to the dramatic
scenery of mythology. The Pythagoreans resort to math-
ematical analogies and similitudes (numbers, circles,
spheres) to disclose the divine orders. Finally, there is sci-
entific or dialectical theology, which investigates the
divine classes and their properties using strictly rational
arguments and an abstract philosophical vocabulary: one
and many, being, whole and part, identity and otherness,
similarity and dissimilarity.

This scientific theology has been brought to perfec-
tion by Plato in his dialogue Parmenides. In Proclus’s
interpretation, this dialogue displays the fundamental
axioms and basic concepts needed for the development of
a scientific theology. In the second part of this dialogue,
Parmenides examines in a dialectical exercise the hypoth-
esis of Unity, considering the consequences following
from the position of the One and from its denial, both for
the One and for what is other than the One. If we start
from the hypothesis of the One, only negative conclu-
sions seem to follow: the One has no parts and is not a
whole; it is not in something nor in itself; it is neither
similar nor dissimilar. One cannot even say that it “is” or
“is one.” In short, no names, no discourse, no knowledge
of it is possible. Parmenides therefore has to restate his
original hypothesis, now emphasizing the existence of the
One. All attributes that were denied in the first hypothe-
sis can be predicated of this One-that-is.
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The interpretation of the different hypotheses of the
Parmenides (of which we mention only the first two) led
to a lively debate in the Neoplatonic school, as we know
from Proclus’s commentary. Proclus defends a theological
interpretation of this dialectical discussion about the One
and the Many. If the “One” stands for the first principle,
the successive hypotheses of the Parmenides must refer to
the different principles of the whole of reality. The One of
the first hypothesis, of which no discourse is possible, is
the absolute, unparticipated One or primal god. In the
second hypothesis, Parmenides deduces, through the sub-
sequent conclusions following from the position of the
One-that-is, the different modes of unity (“henads”) that
are participated in by the different degrees of being.
Whereas the first hypothesis leads to a negative theology,
the deductions from the second hypothesis give the artic-
ulations of a positive theology. “In this dialogue proceed
all the divine classes in good order from the first cause
and demonstrate their mutual connection” (Platonic The-
ology, 1, ch. 7).

When interpreted in this way, the Parmenides pro-
vides a framework in which the other discourses about
the gods can be integrated and decoded: the mythological
stories about Zeus and Kronos from the Hellenic and
Orphic traditions, the strange divine names revealed in
the Chaldean Oracles, the mathematical theologumena of
the Pythagoreans, the various scattered remarks about the
gods in the other dialogues of Plato. In the Renaissance,
Marsilio Ficino adapted the model of Proclus’s theology
in an original way to integrate the revealed truth of Chris-
tianity.

CONCLUSION

It is difficult to evaluate the originality of a thinker who,
in most of his works, claims to be nothing but a faithful
follower of his master Syrianus. It is Proclus, however,
who put his mark on the development of the later tradi-
tion of Neoplatonism in Byzantine, Arabic, and Latin
medieval thought. His huge influence—much greater
than that of Plotinus—is to be explained mainly by two
important indirect channels: the Christian reception of
his theology by Pseudo-Dionysus and the Arabic adapta-
tion of the Elements in the Liber de Causis. And yet it is no
historical accident that Proclus gained this fame. The
diadochos (or successor) of Plato, as he was named, has
been the authoritative commentator of Plato and the
great systematizer of Neoplatonic metaphysics.

See also Liber de Causis; Neoplatonism; Plato; Plotinus;
Pseudo-Dionysus.
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PRODICUS OF CEOS

Prodicus of Ceos, the Greek Sophist, was probably born
before 460 BCE and was still alive at the time of the death
of Socrates in 399 BCE. He traveled widely as an ambassa-
dor for Ceos and also earned a great deal of money lectur-
ing in various Greek cities, especially in Athens. His
writings are known to have dealt with physical doctrines,
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with religious and moral themes, and above all with dis-
tinctions between the meanings of words usually treated as
synonyms. Socrates attended a lecture by him on the last of
these topics and regularly claimed to be a pupil of Prodicus
in the art of synonymy (Protagoras 341a, Meno 96D).

In physics he appears to have treated the four ele-
ments of Empedocles as divine, and no doubt they
formed the basis of the cosmology of Prodicus, to which
Aristophanes refers in the Birds (1.692), although the fan-
ciful cosmology that follows is probably not based on that
of Prodicus. Prodicus further held that those natural
objects and powers that are useful to human life were
made the objects of cult and treated as gods by men.
Inevitably, he was later classed as an atheist, but it is more
likely that he offered an account of the origin of the gods
that was not intended to deny their existence.

In a work titled the Horae (Hours) he included the
since famous story “Heracles Where the Road Divides,” of
which we have a fairly full summary in Book II of
Xenophon’s Memorabilia. Vice and Virtue appear to Her-
acles personified as women and invite him to choose
between them. Each describes what she has to offer, and
Heracles chooses the arduous tasks of Virtue rather than
the pleasures of Vice.

Of greater philosophic interest is the ethical rela-
tivism attributed to Prodicus in the pseudo-Platonic dia-
logue the Eryxias. There he is apparently quoted as
arguing that what is good for one man is not good for
another man, so that we cannot speak of anything as
good simpliciter. On the other hand, the goodness of a
thing does not depend on the goodness of the user
(although some scholars have interpreted him this way).
Rather, the value of a thing inheres in the thing itself in
such a way that it will be good in relation to one person
and not good in relation to another, according to the per-
son and the way in which it is used.

The discussion of synonyms and the right use of
words clearly involved fine distinctions of meaning
between words. Many examples quoted are ethical, and a
term of narrower application is commonly distinguished
from one of wider application that includes in its range of
meaning the meaning of the first term. The value of such
distinctions is clear in rhetorical argument. But Prodicus
was also eager to reject the kind of view found in Dem-
ocritus, according to which there can be different names
for the same thing since names are attached to things by
convention only. Prodicus maintained, it would seem,
that no two words have the same meaning, and in this he
at least prepared the way for the search for precisely stated
meanings that later fascinated Socrates and Plato.
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See also Ethical Relativism; Sophists.
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PROGRESS, THE IDEA OF

In broad terms a popular belief in “progress” means the
rejection of an attitude that has characterized most
human communities throughout history. Normally, peo-
ple have believed that the future would repeat the past.
When they have expected that human life was going to
change, they have usually supposed that this change was
going to take place suddenly and radically, by supernatu-
ral intervention. And if they have permitted themselves to
hope for the improvement of the human condition, the
hope has commonly been directed toward salvation from
the world rather than reform of the world. By and large,
historical change, when people have been aware of it at
all, has been viewed as a sign of mortality and the proof
of a lapse from ideal standards. Indeed, in many societies
there has been a popular conviction that humankind’s
condition has changed in the course of history but for the
worse. Characteristically, when people have believed in a
golden age, they have put that age in the past rather than
the future.

In contrast, in modern Western societies change and
innovation have a different place in the popular imagina-
tion. Not everyone assumes that all change is necessarily
for the better, but it is widely assumed, even by conserva-
tives, that only a society that has a general capacity to
change is capable of surviving. And despite wars and
depressions a large proportion of the members of West-
ern societies have tended to expect that, short of a cata-
clysm, their children would live happier and better lives
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than they. They have supposed that this improvement
would be cumulative and continuing and that although
temporary setbacks, accidents, and disasters might take
place, human knowledge, power, and happiness would
increase over the long run.

The emergence of this idea is the product of a variety
of circumstances, such as the accumulation of an eco-
nomic surplus, the increase of social mobility, and the
occurrence of major inventions that have dramatically
increased human power over nature. Over and above
these, however, the idea of progress is peculiarly a
response to the emergence of the unique social institution
of organized scientific inquiry.

HISTORY OF THE IDEA

Seeds of the faith in progress can be found in the works
of the two great spokesmen for the new science, Francis
Bacon and René Descartes. The fundamental elements of
the idea itself were developed in the course of the so-
called quarrel of the ancients and the moderns, which
occupied writers and critics in the last part of the seven-
teenth century. At the heart of this controversy was a dis-
pute over the authority that should be attributed to the
opinions and examples left by the ancient writers. Was it
the task of scholars to stand as sentinels at the gate,
guarding against innovation and protecting established
styles and beliefs? The controversy implicitly raised not
only literary questions but the larger question of what
attitude toward the past should govern the intellectual
life.

In developing their position, the moderns argued
that the partisans of the ancients were misled by a false
analogy. They looked upon the ancients as their forefa-
thers and therefore thought of the ancients as older and,
in consequence, wiser than themselves. But just as the
individual grows older and presumably wiser as time goes
by, so does humanity. The so-called ancients were really
the young men of humanity, and those alive today were
the true ancients. They stood on the shoulders of their
predecessors and could see farther; their wisdom and
authority was greater than the wisdom and authority of
their predecessors. This argument was developed with
particular force by Bernard de Fontenelle in his Digression
sur les anciens et les modernes (published in 1683).

The analogy between the history of humankind and
the life of an individual had already been developed, how-
ever, by a number of writers. Blaise Pascal, for example,
used it in drawing a belief in intellectual progress from an
examination of the nature of scientific inquiry. In 1647,
Pascal had published a study, Nouvelles expériences

touchant le vide, which encountered immediate objec-
tions from many scientists and philosophers, including
Descartes, on the ground that it denied the time-honored
truth that nature abhorred a vacuum. Pascal replied to
one of his critics, Father Noel, that an appeal to inherited
authority had no force where the study of physics was
concerned. And in a longer essay, Fragment d’un traité du
vide, he went on to give general reasons for moderating
the respect for received authority. “The experiments
which give us an understanding of nature multiply con-
tinually,” he pointed out, “from whence it follows ... that
not only each man advances in the sciences day by day,
but that all men together make continual progress in
them as the universe grows older.” Pascal believed, how-
ever, that such progress took place only where the exper-
imental methods of the sciences were relevant. In
theology received authority set the final limits to inquiry,
for there the object was not to add to the knowledge pro-
vided by ancient authority but only to understand as fully
as possible what that authority revealed.

During the eighteenth century, however, and partic-
ularly in France an increasing number of intellectuals
came to believe that the methods and spirit of science
should be applied to all fields. In consequence, the idea of
progress came to include a concept of social and moral
progress. The cumulative improvement in human knowl-
edge and power that had been brought about in the phys-
ical sciences could also be brought about in the
organization of human society and the character of
human conduct, it was asserted, if only the barriers that
existed against the employment of rational methods in
morals, religion, and politics could be removed. The
Encyclopedists, chief among whom were Denis Diderot
and Jean d’Alembert, led in the dissemination of this
point of view. The most complete and moving expression
of this faith in progress was the Marquis de Condorcet’s
Esquisse d’un tableau historique des progreés de Pesprit
humain, written in 1793.

In the nineteenth century a new kind of historicist
philosophy emerged that rejected the eighteenth-century
conception of reason and the sharp dichotomy between
the present and the past that had been made by believers
in progress. This philosophy, best represented by G. W. E
Hegel, substituted the view that history followed its own
inherent course of development and that this course of
development embodied rational principles higher than
those of merely human reason. Since this form of histori-
cist philosophy identifies all conceivable changes as ele-
ments in an unfolding rational purpose, it deprives the
idea of progress of definite meaning.
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The more definite and combative eighteenth-century
conception of progress, however, also continued to be a
central theme in the thought of the nineteenth century. In
one form or another, major figures of the century, such as
Karl Marx, Auguste Comte, and John Stuart Mill, all pro-
pounded the doctrine. Although Marx, Comte, and Mill
were influenced, each in his own way, by historicist ideas,
each retained the characteristic eighteenth-century
emphasis on the struggle between reason and supersti-
tion, on the movement of humankind away from theo-
logical and metaphysical modes of thought to positive or
empirical habits of mind, and on the importance of
extending the standards and methods of the sciences to
all domains.

In the twentieth century the idea of progress contin-
ued to have adherents, particularly among American
pragmatists, Marxists, and logical empiricists. For obvi-
ous historical reasons, however, advocates of the belief in
progress have become steadily more modest in their
claims since World War I, and since the turn of the twen-
tieth century the idea of progress has been seized on by an
increasing number of philosophers, theologians, and
social critics as the prime fallacy of the tradition of liber-
alism and rationalism.

ANALYSIS OF THE IDEA

In tracing the history of the idea of progress, it is useful to
distinguish between two motifs. Generally speaking, the
belief in progress has been supported by an appeal to the
progress of the sciences. In many cases, however, this
appeal has consisted in showing that the sciences—usu-
ally some particular science—had uncovered fundamen-
tal truths that had been previously unknown and that
progress would now take place if only these truths were
accepted as guides to practice. Thus, progress has been
said to be guaranteed if people lived by the fundamental
principles disclosed by the science of economics, if they
accepted the laws of historical development revealed by a
scientific approach to history, or if they extended to the
government of human society the Darwinian doctrine of
evolution by natural selection. Progress has also been
thought to be guaranteed if people could only come to
recognize certain rational moral principles, such as uni-
versal natural rights. Such universal principles, though
antecedent to any particular science, were nevertheless
closely identified with science, for it was assumed that
their validity would be apparent to anyone who could dis-
encumber himself from the superstitions and prejudices
of the past and that this process of disengagement was
immensely accelerated by the advent of science. This con-
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ception of the nature and conditions of progress lends
itself to Utopian and Messianic interpretations of
progress when understood as an ideal but to the reduc-
tion of the idea, in G. M. Young’s phrase, “from an aspi-
ration to a schedule” when associated with rigid, a priori
approaches to the problem of improving the human con-
dition.

A second motif in the theory of progress, however,
has associated progress not with any particular discover-
ies of science or reason but with the unique, self-correc-
tive methods of science. From this point of view the
essential conditions for progress are the rejection of
absolutes and fidelity to the principles of free, fallibilistic,
experimental inquiry in all domains of thought and
action. Even if we assume that it is valid to assert that the
methods of science are universally applicable, this
approach obviously imposes practical conditions for
progress that are immensely difficult and perhaps impos-
sible to realize. Accordingly, those who adopt this
approach to the idea of progress can be taken to be saying
only that there is a possibility of progress or, at best, a
slow and uneven historical tendency that is characteristic
only of societies possessing an appropriate ethic and
social order and whose continuation is by no means
ensured. In the past many proponents of the idea of
progress undoubtedly underestimated the difficulties of
domesticating within society at large the attitudes and
habits of mind exemplified in scientific investigation.
Nevertheless, insofar as their concept of progress
depended simply on an appeal to the character of scien-
tific procedure, they cannot be said merely to have offered
a secularized version of older religious beliefs in a heav-
enly city, and criticisms of them for having done so,
which are standard in much of the literature related to the
history of the idea of progress, are a source of consider-
able confusion.

To be sure, the theories of progress that were devel-
oped in the eighteenth and nineteenth centuries are often
based on a combination of these two motifs. In Con-
dorcet’s thought, for example, there can be found
Utopian as well as realistic formulations of the idea of
progress. Nevertheless, it is a mistake, on the whole, to
associate the idea—particularly as it arose in eighteenth-
century France—with the naive hope that human beings
and human society could be made perfect. If we study the
specific predictions that Condorcet made with regard to
the future of humanity, for example, we find that he
pointed ahead, with extraordinary prescience, to what are
now such commonplace facts as the lengthening of life
expectancy, social insurance, and the guarantee of equal
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legal rights to all citizens. Although none of these has
brought the happiness and general reasonableness that
Condorcet assumed they would, it was historical realism
on his part, not juvenile innocence, to make such predic-
tions. An inability to imagine the wretchedness of the
past, not a cold, unillusioned understanding of the pres-
ent, lies behind the failure to appreciate why reasonable
men in the eighteenth and nineteenth centuries should
have been rhapsodic about the possibility of changes in
the human condition that, in the light of contemporary
heightened expectations, may tend to appear fairly mod-
est.

SCIENTIFIC PROGRESS. What can be said with regard
to the validity of the idea of progress? We must first ask
what meaning can be assigned to the notion of scientific
progress.

One frequent argument against the validity of the
belief in scientific progress is that it contains a self-
contradiction. The belief that there is scientific progress is
usually attached to the argument that science is continu-
ally self-corrective. But if science never does anything but
correct itself, is there any sense in speaking of scientific
progress? Does not the concept of progress presuppose a
fixed end or standard, and does not science, at any rate as
interpreted by those who emphasize its fallibilism, deny
that there can be fixed ends or standards? Progress, in
short, appears to be a term without meaning, according
to this view, unless it can be attached to metaphysical
standards, such as absolute truth, whose status is
antecedent to science.

This view fails, however, once it is recognized that
progress can also refer to the solution of particular prob-
lems, not only to the movement toward a general and
abstract goal. For example, meaning can obviously be
assigned to the statement that science has made progress
in determining the causes of malaria or in describing the
characteristics of the other side of the moon. Such state-
ments mean that there are now answers to questions to
which there were no answers before and that these
answers are in accord with the procedures of inquiry in
force among competent scientific investigators. Once sci-
entific progress is defined in terms of the solutions to par-
ticular problems, sense can also be given to the notion of
cumulative scientific progress, for the general scientific
capacity to solve problems has also tended to grow.

Some doubt has been thrown on these conclusions,
however, by recent philosophers of science. Karl Popper,
for example, argued that scientific theories and hypothe-
ses are never genuinely confirmed but at best succeed

only in resisting successive efforts to falsify them. Since
the capacity of a scientific conclusion to survive a series of
such efforts does not prove that it will always be able to
do so, it would seem to make no sense to speak of suc-
cessful or true solutions of scientific problems. Popper’s
view, however, seems to involve an unnecessarily para-
doxical way of stating the truism that all scientific con-
clusions are subject to correction in the future. The
survival of a scientific conclusion despite successive
efforts to overthrow it adds to the degree of reliability that
may reasonably be ascribed to it. It is just as possible to
describe the critical position of scientists toward accepted
conclusions as efforts to extend the range and reliability
of these conclusions as it is to describe it as the expression
of a compulsion to destroy what has been inherited. The
accumulation of increasingly well-tested and continu-
ously powerful ideas by the sciences is an obvious fact of
their history, but as seen by Popper, it seems almost an
accidental by-product.

Doubt has also been thrown on the belief in scientific
progress by the view that the history of science is the
record of revolutions in scientific theory so radical in
character that it is impossible to establish the continuity
between the ideas of one generation and the ideas of a
later one. If this were true, it would be impossible a for-
tiori to establish a concept of progress, since such a con-
cept presupposes a measure of continuity in the sequence
of events under examination. Underlying this view is the
thesis that the confirmation by experiment of particular
hypotheses always entails the use of a specific theoretical
framework. When this theoretical framework changes,
observations are simply run through a different set of
conceptual categories. Accordingly, it makes little sense, it
is argued, to say that the sciences have improved or
extended their knowledge, for all that has happened is
that one body of beliefs has been substituted for another.
This point of view raises epistemological and method-
ological questions of great complexity, and there is no
room to discuss them sufficiently here. It appears to leave
out of account, however, the consideration that, for
example, fundamental principles of Newtonian physics
can, with appropriate modifications, be absorbed into
modern physical theories. It also appears to underesti-
mate the implications of the fact that these principles,
without substantial modification, continue to provide
reliable instruments for the explanation and prediction of
events in large sectors of macrophysics.

SOCIAL AND MORAL PROGRESS. Assuming that both
meaning and truth can be assigned to the idea of progress
in science, what is the status of the belief in social and
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moral progress? Obviously, the answer to this question
depends in part on the standards employed as the touch-
stones of progress. However, some of the difficulties
involved in stating and defending such standards can be
circumvented if in this sphere we also define progress in
terms of the successful solution of specific problems.
Thus, there has been striking progress in the control of
disease, in methods of farming, in material productivity,
in the reduction of backbreaking labor, in the techniques
of rapid mass communication, in the spread of literacy,
and probably in the reduction of the amount of violence
in everyday life.

Of course, it is theoretically possible to hold a moral
code from whose standpoint one or more of these histor-
ical trends would be regarded as retrogressive rather than
progressive. In fact, however, even though members of
different contemporary cultures (and members of the
same culture) hold widely disparate moral outlooks,
there are few informed and disinterested observers, what-
ever their moral outlooks, who regard any of these trends,
considered in themselves, as movements in the wrong
direction. And most would also look upon many other
historical trends that have characterized the modern
world—for example, the development of more humane
attitudes in penology, the abolition of slavery and serf-
dom, the spread of the doctrine of basic human rights—
in a similarly favorable light. To this extent it is possible to
speak with a measure of precision and truth of social and
moral progress.

But this answer, of course, goes only part of the way.
On at least two scores it is incomplete. First, it is reason-
able to ask whether the gains that have been mentioned
have not been bought at a cost that more than cancels
them out; second, it is possible to ask how we are to vin-
dicate the moral principles in terms of which we assess
these gains as gains.

The cost of progress. It is not possible, of course, to
give a wholly unequivocal answer to the question of the
cost of progress. The notion that large-scale historical
trends can be neatly categorized as good or bad belongs
to eschatology, not to mature historical analysis. If the
reduction of civil violence, considered in itself, is a pro-
gressive trend, contemporary mass warfare and genocide
must be considered retrogressive; if rapid mass commu-
nication is a benefit to humankind, the use of the facili-
ties of communication for totalitarian thought control is
a calamity. Moreover, the successful solution of many
problems often creates new and more difficult ones. The
control of disease, for example, has created a serious
threat of overpopulation. And by what calculus can one
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measure the gains brought about, for example, by indus-
trial innovations against the losses brought about by mass
warfare or cyclical unemployment? A moral accounting
system for judging even much simpler matters than these
does not exist.

Nevertheless, if the span of time we measure is suffi-
ciently long, it remains true that on the whole the physi-
cal lot of most ordinary people has considerably
improved in modern societies and that this has largely
been due to the application of rational techniques to the
economy. The cost has been grievous, and many of the
sacrifices this progress has entailed could probably have
been avoided if people had employed reasonable fore-
thought and had shown reasonable respect for the equi-
ties. Admittedly, too, it is difficult to say whether this
physical progress has made individuals “happier”; indeed,
it is doubly difficult to say this, for “happiness” is in part
a function of what people expect, and physical progress
has meant an enormous expansion of their expectations.
Nevertheless, it is doubtful that most of those who put
forward the view that the costs of material progress out-
weigh the benefits would willingly exchange places with
any but the most privileged members of past societies if
they actually had the chance.

Nor must we confine ourselves to a belief in purely
physical or material progress. The role of fantasy, igno-
rance, superstition, and fanaticism in determining the
world’s affairs continues to be enormous. It is doubtful,
however, whether so many members of human societies,
from housewives to statesmen, have ever before thought
it reasonable to make decisions on the basis of carefully
acquired and sifted information, and never before have
societies possessed as much knowledge about themselves
and their workings as they do now, shaky and scattered
though that knowledge is. Only if one thinks it morally
dangerous to seek reliable information before making
decisions or thinks it mistaken to try to employ rational
methods in the study of human affairs can he declare
such long-range social trends to be anything but progres-
sive. Indeed, the very reason that the members of an edu-
cated modern society bear a particularly heavy burden of
responsibility for the emergence of doctrines such as
Nazism is that they have opportunities to be informed
and judicious which members of other societies did not
have. In sum, although it is not possible to say in whole-
sale terms that there has been moral progress, it is possi-
ble to assert that the context of human behavior has
changed and that the collective capacity to achieve
human purposes, whether good or ill, has enormously
increased. The expectations that it is reasonable to
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impose on modern social arrangements are therefore jus-
tifiably higher than those that may have been reasonable
in the past. In this modified but important sense it is fair
to speak of moral progress.

Justification of moral standards. All the preceding
reflections, however, obviously presuppose the validity of
a secular, liberal, and rationalistic moral code. In the end,
as must be obvious, objections to the idea of progress
usually turn on fundamental differences in values.
Whether the validity of one fundamental moral outlook
as against another can be demonstratively proved is an
issue that falls beyond the scope of the present article. If
we assume, however, that we cannot resolve these differ-
ences in a way that will satisfy traditional standards of
demonstrative certainty, there is no so-called ultimate
answer to the question of whether modern society has
been the scene of genuine progress.

It is possible, however, to show that a relativistic
moral philosophy is perfectly compatible with a belief in
progress, for it is not true that a relativistic philosophy
cannot make any meaningful statements about progress
because it has to grant that there are different moral stan-
dards and that all are equally valid. First, even if there is
no way of proving the absolute validity of a moral out-
look, there is still a way of intelligently and objectively
assessing its credentials. The moral ideals that underlie
the indictment of modern civilization for its excessive
individualism and egalitarianism made by T. S. Eliot, for
example, would require, if they were to be seriously
employed as positive programs for action, the disman-
tling of large segments of industrial society. Since we may
assume that those who put forward such criticisms would
wish medical science to continue its work, for example,
and would accept a world population at something like its
present size, we must conclude that their announced pref-
erences are both unrealistic and incoherent because they
are incompatible with other values that they also hold. An
examination of available resources, of the costs of main-
taining or instituting alternative systems of values, and of
the utility of these systems as guides to the resolution of
definite historical problems provides a way of choosing
among competing moral outlooks and makes the choice
something more than a matter of personal whim or social
convention.

Second, although the philosophical relativist may
believe that apart from the specification of definite prob-
lems in determinate historical contexts, there is no way of
showing that a moral code is valid, this does not mean
that he does not himself hold any moral standards or that
he is any less attached to them than an absolutist would

be. A twenty-first-century American looking at slavery in
ancient Rome, for example, will regard it as a change for
the better that slavery is now illegal in Western society,
and he will do so whether or not he is a relativist. And to
say that he might feel different if he were a Roman is irrel-
evant, for he is a twenty-first-century American, not a
Roman, and it would be a different person with a differ-
ent identity, not he, who felt different in the hypothetical
circumstances. Similarly, if the standards of people in the
future change, they may well disagree with us in regard to
what has been progressive in history. But if these future
judgments reverse present judgments, that does not bind
a relativist living here and now to accept them. Nothing
in his position requires him to say that progress is any his-
torical trend that comes to be thought desirable.

Progress as a moral standard. As a final considera-
tion, it is important to recognize that the idea of progress
in its most important aspect is itself a regulative moral
ideal, not simply a belief about history. It represents a
directing principle of intellectual and social action,
instructing human beings to regard all social arrange-
ments with a critical eye and to reject any claim that any
human problem has been finally solved or must be left
finally unsolved. To the extent that this idea of progress is
embodied in moral codes and social systems, these codes
and systems will contain deliberate provision for self-
reform. The idea of progress thus represents the social
application of the principle that inquiry should be kept
open and that no bounds can legitimately be set to the
authority of such free inquiry. As such, it would appear to
be an indispensable belief for a fully liberal civilization.

See also Alembert, Jean Le Rond d’; Bacon, Francis;
Comte, Auguste; Condorcet, Marquis de; Conser-
vatism; Descartes, René; Diderot, Denis; Eliot, Thomas
Stearns; Encyclopédie; Fontenelle, Bernard Le Bovier
de; Hegel, Georg Wilhelm Friedrich; Liberalism; Logi-
cal Positivism; Marx, Karl; Marxist Philosophy; Mill,
John Stuart; Pascal, Blaise; Popper, Karl Raimund;
Pragmatism; Rationalism; Scientific Revolutions;
Utopias and Utopianism.
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PROJECTIVISM

“Projectivism” has its roots in David Hume’s remark in
the Treatise about the mind’s “propensity to spread itself

PROJECTIVISM

over external objects.” We sometimes speak of properties
of objects where in fact the features we notice are “pro-
jections” of our internal sentiments (or other qualities of
our experience). The family of metaethical views claim-
ing that value is a projection of our conative and affective
physiological states is called projectivism by Simon Black-
burn (1984), and the name has stuck. Blackburn proposes
that “we say that [we] project an attitude or habit or other
commitment which is not descriptive onto the world,
when we speak and think as though there were a property
of things which our sayings describe, which we can rea-
son about, know about, be wrong about, and so on”
(1984, pp. 170-171). In ethics projectivism is popular
because it provides an explanation of how it is that moral
judgment can have the logical role that it seems to have in
deciding what to do. Believing that something has some
property typically provides me with a reason to act only
in conjunction with the desire to promote (or oppose)
the realization of that property. But believing that some-
thing is good is (or has been taken historically to be) suf-
ficient by itself to provide a person with a reason to act.
Nor is this a coincidence; it is not that we humans happen
to like good things, as we happen to like to eat sugary
things. Rather, it is part of the logic of judgments of
goodness that they provide reasons. How can this be?
Projectivists explain: the judgment that something is
good is the projection of our affinity toward it, our
“appetite,” as Thomas Hobbes puts it.

There are three varieties of projectivism to distin-
guish. The most straightforward is the error theory,
advanced by J. L. Mackie (1977, see also Robinson 1948),
according to which our projection of value into the world
is an illusion. Ordinary moral judgments presuppose an
objectivity or independence of moral properties that is
simply not to be had, and so they are in error. Mackie sees
moral thought and language much as an atheist sees reli-
gious talk and language. The believers are not conceptu-
ally confused, but they are ontologically mistaken. The
second sort of projectivism regards moral properties as
Lockean “secondary qualities,” not illusions, but real
properties that consist in dispositions to affect human
perceivers in certain ways. According to John MacDowell
(1987), a leading exponent, just as we do not understand
what the blueness of an object is except as the disposition
to look blue to us, so we do not understand what good-
ness is except as the disposition to seem good to us. The
projection involved in attribution of secondary qualities,
including values, involves no error at all.

A third sort of projectivism is noncognitivism, or as
it is more commonly called in discussions of projec-
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tivism, expressivism. The expressivist holds that moral
judgments do not state propositions at all but rather serve
to express some noncognitive mental state of the judge.
Like secondary-quality theorists, expressivists deny that
there is any mistake involved in moral judgment; true,
there are no moral properties, and we speak as though
there are, but this “speaking as though” is just a mislead-
ing feature of the surface grammar. In fact, according to
expressivists, moral judgments do not serve the same
semantic function as most declarative sentences, even
though they look the same.

Blackburn’s projectivist position (the most influen-
tial one of the 1980s) develops an expressivist analysis of
moral language with enough logical richness and com-
plexity to model real moral deliberation and argument.
His idea is easier to make out against the background of
common criticisms of expressivism. Richard Brandt
(1959), among others, noted that people’s ordinary
thinking about moral judgments runs contrary to expres-
sivism. We have generally believed that normative judg-
ments are used to state facts, that they are true or false,
and when we change our moral views we come to regard
our earlier views as mistaken, not merely as different. (By
contrast, when one’s taste in dessert changes, one gener-
ally regards the old preference as merely different or, at
worst, childish.) Brandt complained that expressivists
had given no explanation of why we are so confused.
Blackburn’s theory is designed to meet such objections.
While maintaining an underlying expressivist semantics,
he tries to show why we speak and think as though moral
judgments state facts, can be true or false, and so on.

Imagine that people initially spoke about ethics in a
language like English but having a quite explicitly expres-
sivist structure. Rather than saying, “Voting for this
health-care bill is morally wrong,” they said, “Boo, voting
for this health-care billl” Now imagine that these speakers
valued a kind of consistency of sentiment, so that it was
regarded as a confusion if someone said, “Boo, eating
mammals, and hooray, eating cows!” And suppose they
also believed that some moral sensibilities could never
survive reflection by a rational person, so that expressing
one of those sensibilities would be conclusive evidence
that the speaker simply had not thought carefully about
the subject. The expressivist community might “invent a
predicate answering to that attitude, and treat commit-
ments as if they were judgments, and then use all the nat-
ural devices for debating truth” (Blackburn 1984, p. 195).
Since Blackburn’s theory seeks to defend realist-style rea-
soning without realist metaphysics, he calls it “quasi-real-

»

1sm.

An important objection to Blackburn’s quasi-realism
is made by Crispin Wright (1988) and Bob Hale (1990).
Our moral language has a realist surface structure, and
quasi-realism seeks to vindicate this structure without
giving in to realist metaphysics. But if quasi-realism is
successful—if every realist-sounding thing we say can be
endorsed in good faith by the quasi-realist—then how
will a quasi-realist be distinguishable from a full-blooded
realist? As Wright puts it, Blackburn’s program confronts
a dilemma: Either it does not account for all the realist
logical features of moral language, in which case it fails,
or it succeeds in accounting for all of them, “in which case
it makes good all the things which the projectivist started
out wanting to deny: that the discourse in question is
genuinely assertoric, aimed at truth, and so on” (1988, p.
35).

Despite these difficulties, projectivism deserves to be
taken seriously, not just in the metaphysics of value, but
in other metaphysical domains as well. For example, there
have been projectivists about mental states (Dennett
1987—judging that someone has intentional states is tak-
ing “the intentional stance” toward the person), causes
(saying that one event caused another is projecting one’s
psychological propensity to associate events of the first
kind with events of the second in temporal sequence),
probability (Finetti 1972—judgments of probability
project one’s degree of credence into the world), and log-
ical impossibility (Blackburn 1984—projecting a certain
kind of inconceivability). With the exception of the first,
all of these sorts of projectivism are plausibly attributed
to Hume, who should be regarded as the prototype pro-
jectivist.

See also Error Theory of Ethics; Hobbes, Thomas; Hume,
David; Mackie, John Leslie; Metaethics; Noncogni-
tivism; Realism.
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PROMISES

Promising is a device for obligating oneself. In a culture
in which promising is available, people have a normative
power that they would lack in the absence of this institu-
tion. By exercising this power—standardly through the
utterance of a linguistic formula—one can bring about
changes in the expectations of others in ways that
enhance one’s ability to pursue their goals and that foster
relations of familiarity and trust.

The existence of a normative power of this kind
seems philosophically puzzling: How can the utterance of
a linguistic formula cause a change in the normative rela-
tions that obtain in the world? In response to this ques-
tion, it might help to situate promising within the general
theory of speech acts, noting that it is one of a range of
illocutionary acts that may be performed with words (to
be set aside such acts as asserting or commanding). In
addition, one might point to the conventional aspect of
promising, observing that it is a contingent social prac-
tice, sustained by interlocking sets of human dispositions,
expectations, and sanctions, which enables people to
coordinate their behavior in ways that promote the com-
mon good. An analogy might be to the institution of con-
tract in the law.

But there is a normative complexity to promises that
these remarks fail to capture. Agents who make a promise
incur a distinctively moral obligation, opening them-
selves to corresponding moral complaint if they should

PROMISES

fail to do what they have promised. Moreover this moral
dimension seems crucial to the ordinary operation of
promises. Promises serve to assure the promisee that
something the promisee values will in fact take place—
this is one way in which they differ from threats. But they
achieve this effect through the promiser’s implicit
acknowledgement of the moral obligation that is brought
into existence by the act of promising itself. Promisers
give promisees to understand that they have a distinc-
tively moral reason to do what has been promised, a rea-
son that is strong enough to lead to performance even in
the absence of independent reasons for so acting. This in
turn grounds the promisee’s assurance that the promised
performance will take place. What accounts for the moral
obligation that thus figures at the center of promissory
interactions?

One answer to this question stresses the value to the
agent of the normative power involved in promising. The
ability to obligate oneself is a great advantage when it
comes to pursuing one’s projects and developing inter-
personal relationships of depth and commitment. One
would potentially deprive oneself of this advantageous
capacity if one failed to do what one had promised, inso-
far as people would be less inclined to take one’s promis-
sory acts seriously. It may be doubted, however, whether
this approach provides a complete account of the moral
obligations brought into existence through promising.
One issue is the directionality of promissory obligations.
The normative powers approach focuses on the moral
importance to the promiser of the ability to obligate one-
self in this way. But when one fails to do what they have
promised, the moral objection to their conduct turns pri-
marily on the effects of their behavior on others.

This dimension of promissory obligations is central
to a second approach, the practice view. On this view, the
moral wrong involved in promise-breaking derives from
the nature of promising as a valuable convention. This
basic idea might be developed in a variety of ways,
depending on the more general moral theory one favors.
Thus, utilitarians invoke the duty to promote the impar-
tial good, arguing that it is a violation of that duty to act
in ways that undermine a highly beneficial social practice
such as promising. Other theorists appeal to the idea of
fairness, contending that it would be unfair to fail to do
one’s part to sustain a beneficial practice that one has
profited from oneself. The moral duty that promising
brings into existence is thus traced to fundamental social
duties, in accordance with moral principles of utility or
fairness.
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There are two potential problems with this approach,
however. First, it still does not capture the specific direc-
tionality of the moral duty involved in promissory acts.
On the practice view, everyone who potentially benefits
from the useful convention of promising could equally be
said to be wronged when a person breaks a promise. Intu-
itively, however, it appears that the promisee, in particu-
lar, has a privileged ground for moral complaint. Second,
it would seem possible to wrong another person in pre-
cisely the same way without exploiting a social practice
such as promising. Thus, even in the absence of a prom-
ise A might deliberately lead B to believe that A will do X,
where X is something A knows B wants A to do. Under
these circumstances, A’s failure to do X would appear to
wrong B in just the same way a broken promise would
have done. Yet this wrong cannot be explained by appeal
to more general duties to sustain beneficial practices.

A third approach, the fidelity view, holds that prom-
issory obligations derive from more general duties not to
disappoint the expectations one has deliberately raised in
others. This approach accounts well for the specific direc-
tionality of promissory obligations, and it does so in a
way that explains the similarities between breaking a
promise and other cases of dashed expectations. But the
fidelity view encounters a different problem. It holds that
the moral duty to keep one’s promise is in place only
when the promisee has come to expect that the promiser
will perform. But as was seen above, in the promising case
this kind of expectation is supposed to derive from the
promiser’s acknowledgement of the moral obligation to
perform. There is thus a potential circularity in the inter-
pretation of promissory interactions that is suggested by
the fidelity view.

Much of the philosophical interest of promises
derives from their normative complexity. An account that
is adequate to this complexity might need to draw on sev-
eral of the strategies sketched above, in a kind of hybrid
approach. For instance, the practice view might explain
how the act of promising brings into existence an initial
moral obligation that is independent of the promisee’s
expectations. Perhaps it is the promiser’s acknowledge-
ment of this practice-based obligation that generates a
corresponding expectation in the promisee. Once such an
expectation is in place, the fidelity view could explain why
promisers incur a further and specifically directional
obligation to perform. Finally, the normative powers
approach illuminates the value of the social practice of
promising, highlightin the advantages gained from hav-
ing the ability to obligate oneself through promissory
acts.

See also Dentological Ethics; Moral Rules and Principles.
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PROOF THEORY

The background to the development of “proof theory”
since 1960 is contained in the entry “Mathematics, Foun-
dations of”” Briefly, Hilbert’s program (HP), inaugurated
in the 1920s, aimed to secure the foundations of mathe-
matics by giving finitary consistency proofs of formal sys-
tems such as for number theory, analysis, and set theory,
in which informal mathematics can be represented
directly. These systems are based on classical logic and
implicitly or explicitly depend on the assumption of
“completed infinite” totalities. Consistency of a system S
(containing a modicum of elementary number theory) is
sufficient to ensure that any finitarily meaningful state-
ment about the natural numbers that is provable in S is
correct under the intended interpretation. Thus, in David
Hilbert’s view, consistency of S would serve to eliminate
the “completed infinite” in favor of the “potential infi-
nite” and thus secure the body of mathematics repre-
sented in S. Hilbert established the subject of proof
theory as a technical part of mathematical logic by means
of which his program was to be carried out; its methods
are described below.
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In 1931 Kurt Godel’s second incompleteness theo-
rem raised a prima facie obstacle to HP for the system Z
of elementary number theory (also called Peano arith-
metic—PA) since all previously recognized forms of fini-
tary reasoning could be formalized within it. In any case
Hilbert’s program could not possibly succeed for any sys-
tem such as set theory in which all finitary notions and
reasoning could unquestionably be formalized. These
obstacles led workers in proof theory to modify HP in
two ways. The first was to seek reductions of various for-
mal systems S to more constructive systems S’ The second
was to shift the aims from foundational ones to more
mathematical ones. Examples of the first modification are
the reductions of PA to intuitionistic arithmetic HA and
Gentzen’s consistency proof of PA by finitary reasoning
coupled with quantifier-free transfinite induction up to
the ordinal €, TI(¢,), both obtained in the 1930s. The sec-
ond modification of proof theory was promoted espe-
cially by Georg Kreisel starting in the early 1950s; he
showed how constructive mathematical information
could be extracted from nonconstructive proofs in num-
ber theory. The pursuit of proof theory along the first of
these lines has come to be called relativized Hilbert pro-
gram or reductive proof theory, while that along the sec-
ond line is sometimes called the program of unwinding
proofs or, perhaps better, extractive proof theory. In
recent years there have been a number of applications of
the latter both in mathematics and in theoretical com-
puter science. Keeping the philosophical relevance and
limitations of space in mind, the following account is
devoted entirely to developments in reductive proof the-
ory, though the two sides of the subject often go hand in
hand.

METHODS OF FINITARY PROOF
THEORY

Hilbert introduced a special formalism called the epsilon
calculus to carry out his program (the nomenclature is
related neither to the ordinal ¢, nor to the membership
symbol in set theory), and he proposed a particular sub-
stitution method for that calculus. Following Hilbert’s
suggestions, Wilhelm Ackermann and John von Neu-
mann obtained the first significant results in finitary
proof theory in the 1920s. Then, in 1930, another result
of the same character for more usual logical formalisms
was obtained by Jacques Herbrand, but there were trou-
blesome aspects of his work. In 1934 Gerhard Gentzen
introduced new systems, the so-called sequent calculi, to
provide a very clear and technically manageable vehicle
for proof theory, and reobtained Herbrand’s fundamen-
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tal theorem via his cut-elimination theorem. Roughly
speaking, the latter tells us that every proof of a statement
in quantificational logic can be normalized to a direct
proof in which there are no detours (“cuts”) at any stage
via formulas of a complexity higher than what appears at
later stages. Sequents have the form I'A, where I' and A
are finite sequences of formulas (possibly empty). [A is
derivable in Gentzen’s calculus LK just in case the for-
mula A D B is derivable in one of the usual calculi for
classical predicate logic, where A is the conjunction of
formulas in T and B is the disjunction of those in A.

INTRODUCTION OF INFINITARY
METHODS TO PROOF THEORY

Gentzen’s theorem as it stood could not be used to estab-
lish the consistency of PA, where the scheme of induction
resists a purely logical treatment, and for this reason he
was forced to employ a partial cut-elimination argument
whose termination was guaranteed by the principle
TI(¢,). Beginning in the 1950s, Paul Lorenzen and then,
much more extensively, Kurt Schiitte began to employ
certain infinitary extensions of Gentzen’s calculi (cf.
Schiitte, 1960, 1977). This was done first of all for ele-
mentary number theory by replacing the usual rule of
universal generalization by the so-called w-rule, in the
form: from I'>A,A(n) for each n = 0,1,2, ..., infer
I'A,(x)A(x). Now derivations are well-founded trees
(whose tips are the axioms A—A), and each such is
assigned an ordinal as length in a natural way. For this
calculus LK, one has a full cut-elimination theorem, and
every derivation of a statement in PA can be transformed
into a cut-free derivation of the same in LK, whose length
is less than €. Though infinite, the derivation trees
involved are recursive and can be described finitarily, to
yield another consistency proof of PA by TI(¢,). Schiitte
extended these methods to systems RA, of ramified
analysis (oo an ordinal) in which existence of sets is
posited at finite and transfinite levels up to o, referring at
each stage only to sets introduced at lower levels. Using a
suitable extension of LK, to RA,, Schiitte obtained cut-
elimination theorems giving natural ordinal bounds for
cut-free derivations in terms of the so-called Veblen hier-
archy of ordinal functions. In 1963 he and Solomon
Feferman independently used this to characterize (in that
hierarchy) the ordinal of predicative analysis, defined as
the first o for which TI(e) cannot be justified in a system
RA; for B<c. William Tait (1968) obtained a uniform
treatment of arithmetic, ramified analysis, and related
unramified systems by means of the cut-elimination the-
orem for LK extended to a language with formulas built
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by countably infinite conjunctions (with the other con-
nectives as usual). Here the appropriate new rule of infer-
ence is: from I'™AA , for each n = 0,1,2, ..., infer TAA,
where A is the conjunction of all the As.

Brief mention should also be made of the extensions
of the other methods of proof theory mentioned above,
concentrating on elimination of quantifiers rather than
cut elimination. In the 1960s Burton Dreben and his stu-
dents corrected and extended the Herbrand approach (cf.
Dreben and Denton, 1970). Tait (1965) made useful con-
ceptual reformulations of Hilbert’s substitution method;
a number of applications of this method to subsystems of
analysis have been obtained in the 1990s by Grigori Mints
(1994). Another approach stems from Godel’s functional
interpretation, first presented in a lecture in 1941 but not
published until 1958 in the journal Dialectica; besides the
advances with this made by Clifford Spector in 1962,
more recently there have been a number of further appli-
cations both to subsystems of arithmetic and to subsys-
tems of analysis (cf. Feferman 1993). Finally, mention
should be made of the work of Dag Prawitz (1965) on
systems of natural deduction, which had also been intro-
duced by Gentzen in 1934 but not further pursued by
him; for these a process of normalization takes the place
of cut elimination. While each of these other methods has
its distinctive merits and advantages, it is the methods of
sequent calculi in various finitary and infinitary forms
that have received the most widespread use.

PROOF THEORY OF IMPREDICATIVE
SYSTEMS

The proof theory of impredicative systems of analysis was
initiated by Gaisi Takeuti in the 1960s. He used partial
cut-elimination results and established termination by
reference to certain well-founded systems of ordinal dia-
grams (cf. Takeuti 1987). In 1972 William Howard deter-
mined the ordinal of a system ID, of one arithmetical
inductive definition, in the so-called Bachmann hierarchy
of ordinal functions; the novel aspect of this was that it
makes use of a name for the first uncountable ordinal in
order to produce the countable (and in fact recursive)
ordinal of ID,. In a series of contributions by Harvey
Friedman, Tait, Feferman, Wolfram Pohlers, Wilfried
Buchholz, and Wilfried Sieg stretching from 1967 into the
1980s, the proof theory of systems of iterated inductive
definitions ID,, and related impredicative subsystems of
analysis was advanced substantially. The proof-theoretic
ordinals of the ID, were established by Pohlers in terms
of higher Bachmann ordinal function systems (cf. Buch-
holz et al. 1981). The methods here use cut-elimination

arguments for extensions of LK involving formulas built
by countably and uncountably long conjunctions. In
addition, novel “collapsing” arguments are employed to
show how to collapse suitable uncountably long deriva-
tions to countable ones in order to obtain the countable
(again recursive) ordinal bounds for these systems. An
alternative functorial approach to the treatment of iter-
ated inductive definitions was pioneered by Jean-Yves
Girard (1985).

In 1982 Gerhard Jager initiated the use of the so-
called admissible fragments of Zermelo-Fraenkel set the-
ory as an illuminating tool in the proof theory of
predicatively reducible systems (cf. Jager 1986). This was
extended by Jager and Pohlers (1982) to yield the proof-
theoretical ordinal of a strong impredicative system of
analysis; that makes prima facie use of the name of the
first (recursively) inaccessible ordinal. Michael Rathjen
(1994) has gone beyond this to measure the ordinals of
much stronger systems of analysis and set theory in terms
of systems of recursive ordinal notations involving the
names of very large (recursively) inaccessible ordinals,
analogous to the so-called large cardinals in set theory.

SIGNIFICANCE OF THE WORK FOR HP
AND REDUCTIVE PROOF THEORY

Ironically for the starting point with Hilbert’s aims to
eliminate the “completed infinite” from the foundations
of mathematics, these developments have required the
use of highly infinitary concepts and objects to explain
the proof-theoretical transformations involved in an
understandable way. It is true that in the end these can be
explained away in terms of transfinite induction applied
to suitable recursive ordinal notation systems. Even so,
one finds few who believe that one’s confidence in the
consistency of the systems of analysis and set theory that
have been dealt with so far has been increased as a result
of this body of work. However, while the intrinsic signif-
icance of the determination of the proof-theoretic ordi-
nals of such systems has not been established, that work
can still serve behind the scenes as a tool in reductive
proof theory. It is argued in Feferman (1988) that one
has obtained thereby foundationally significant reduc-
tions, for example of various (prima facie) infinitary sys-
tems to finitary ones, impredicative to predicative ones,
and nonconstructive to constructive ones. With a field
that is still evolving at the time of writing, it is premature
to try to arrive at more lasting judgments of its perma-
nent value.
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See also Godel, Kurt; Godel’s Incompleteness Theorems;
Hilbert, David; Logic, History of; Mathematics, Foun-
dations of; Neumann, John von; Set Theory.
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PROPER NAMES AND
DESCRIPTIONS

A singular term is an expression whose semantic function,
when used in a particular context, is to refer to (denote,
designate)—that is, to stand for—a single thing. A defi-
nite description is a singular noun phrase beginning with
the definite article “the” or with a possessive noun or pro-
noun, as “the author of Waverley” and “my brilliant
career.” Proper names, such as “Shakespeare” and “Lon-
don,” are generally classified along with definite descrip-
tions, individual variables, pronouns, and some other
indexicals as singular terms. A French speaker who utters
the words “Londres est jolie” asserts the same thing as an
English speaker uttering “London is pretty.” The thing
asserted is a proposition, that London is pretty. The fun-
damental semantic role of a declarative sentence is to
express (or to contain) a proposition (q.v.), which is the
semantic content of the sentence. The proposition that Sir
Walter Scott is ingenious has some component in com-
mon with the proposition that Scott is ingenuous,
because both of these are directly about Scott, and some
other component again in common with the proposition
that Shakespeare is ingenious. These two proposition
components are separately correlated with the proper
name “Scott” and the predicate “is ingenious.” The propo-
sition component semantically correlated with an expres-
sion is the expression’s semantic content. The principal
philosophical controversy regarding proper names (and
other singular terms) concerns the question: What are
their semantic contents? The theories of John Stuart Mill
(1806—1873), Bertrand Russell (1872-1970), and Gottlob
Frege (1848-1925) provide rival answers.
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1. THE NAIVE THEORY AND THE
MILLIAN THEORY

One natural theory of semantic content is the naive the-
ory, whose main theses are: (i) the semantic content of
any singular term, as used in particular context, is its ref-
erent (bearer; the individual referred to); (ii) any seman-
tically contentful expression refers to its semantic
content; and (iii) the proposition semantically contained
in a sentence is a complex, structured entity whose con-
stituents are the semantic contents of expressions making
up the sentence, typically the simple (noncompound)
component expressions. (The theory may allow particu-
lar sorts of exceptions, as for example those generated by
the use of quotation marks.) On the naive theory the
proposition contained in “Shakespeare is ingenious” is a
singular proposition—composed partly of things such as
properties, relations, and concepts, and partly of the very
individual(s) the proposition is about. By contrast, a
(purely) general proposition is made up exclusively in a
certain way of the former sorts of entities. On the naive
theory, semantic content and reference collapse into one.

Definite descriptions pose a difficulty for the naive
theory because they contain proper parts with semantic
content. In A System of Logic (1893), Mill proffered a vari-
ant of the naive theory on which the proposition con-
tained in “The author of Waverley is ingenious” is
composed of something involving the attribute of
authorship of Waverley in place of Scott himself. Mill dis-
tinguished between denotation (referent) and connota-
tion. A general term (“concrete general name”) was said
by Mill to “denote” the class of individuals to which the
term applies. Mill used the term “connotation” for a
semantic content consisting of attributes or properties.
General terms were held to have both denotation and
connotation. According to Mill, definite descriptions also
have both connotation and (typically) denotation,
whereas proper names have only denotation. Mill’s the-
ory strongly suggests a systematic modification of the
naive theory. The central theses of the Millian theory are:
(i) the semantic content of any simple (noncompound)
singular term is its referent; (ii) any expression refers to
its extension; and (iii) the semantic content of a typical
contentful compound expression (e.g., a definite descrip-
tion) is a composite entity whose constituents are the
semantic contents of expressions making up the com-
pound expression, typically the simple component
expressions. (Mill’s actual theory was somewhat more
complex, but also somewhat less plausible.)

2. THE PUZZLES

The naive and the Millian theories give rise to philosoph-
ical puzzles concerning substitution and nonreferring
names. Frege’s puzzle arises from certain sentences, espe-
cially identity sentences. The sentence “Hesperus is Phos-
phorus” (or “The Evening Star is The Morning Star”), by
contrast with “Hesperus is Hesperus,” is informative. Its
semantic content apparently extends knowledge. It is also
a posteriori and synthetic. Yet according to both the naive
theory and the Millian theory, the semantic contents of
both sentences are composed of the same components,
evidently in precisely the same way. Those theories thus
ascribe the same semantic content to both sentences. In
his early work, Begriffsschrift (1972 [1879], §8), Frege
proposed solving this puzzle by reading the predicate for
numerical identity as covertly metalinguistic: It was held
that “Hesperus is Phosphorus” contains a substantive
proposition concerning the names “Hesperus” and
“Phosphorus,” to the effect that they are co-referential.
There are serious difficulties with this account, however,
and Frege came to reject it. Most significantly, the account
fails to solve the general problem of which “Hesperus is
Phosphorus” is a special case. Unless the theory is part of
a more sweeping proposal concerning all expressions and
not just that of identity predicates, there is no explanation
for the analogous difference in epistemic and semantic
status between “Hesperus is a planet if Phosphorus is”
(synthetic a posteriori) and “Hesperus is a planet if Hes-
perus is” (analytic a priori).

A second puzzle is the apparent failure of substitu-
tion in special contexts, especially those of propositional
attitude. Jones may sincerely and reflectively assent to
“Hesperus appears in the evening sky” and sincerely and
reflectively dissent from “Phosphorus appears in the
evening sky,” even while fully grasping their semantic
content. This appears to violate the classical logical rule of
Leibniz’s law, or the substitutivity of equality. Both the
naive theory and the Millian theory treat “Jones believes
that Hesperus appears in the evening” and its substitution
instance “Jones believes that Phosphorus appears in the
evening” as having the same content, and therefore also
the same truth-value.

A further nest of problems concerns sentences
involving nonreferring proper names. The sentence
“Sherlock Holmes is addicted to cocaine” clearly has con-
tent. Yet on both the naive theory and the Millian theory,
the semantic content of any sentence will lack a necessary
component if any contained name lacks a referent. It is
evident, moreover, that this sentence (taken as a state-
ment of real fact, rather than as a statement made from
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within the fiction) cannot be counted literally true. But, it
seems, neither can its negation—“Sherlock Holmes is not
addicted to cocaine”—be truly uttered. This seems to vio-
late the classical law of excluded middle. These puzzles
are especially pressing with regard to negative existentials,
such as “Sherlock Holmes does not exist.” This sentence is
true if and only if “Sherlock Holmes exists” is false, and
therefore, it would seem, if and only if the referent of
“Sherlock Holmes” lacks existence. Yet the negative exis-
tential itself implies that the name does not so much as
have a referent. How, then, can it be true? Indeed, how
can it have any content at all?

3. RUSSELL'S THEORY OF
DESCRIPTIONS

Russell’s semantic theory (post-1904) is a supplement to
the naive theory. Russell employed propositional functions
in lieu of attributes. A propositional function assigns to
any objects in its domain a singular proposition concern-
ing those objects. Russell’s general theory of descriptions,
or of what he called “denoting phrases,” consisting of a
noun phrase preceded by a determiner such as “all” or
“some,” assigns a content to sentences in which they fig-
ure while denying that the determiner phrases themselves
are meaningful units. The theory analyzes sentences of
both the Aristotelian A form, “TI(all S)” (e.g., “All mil-
lionaires are wealthy”), and the I form, “II(some S),”
where IT is a monadic predicate. (More generally, [T may
be the result of filling all but one of the argument posi-
tions of an n-adic predicate, n > 1.) The A form is ana-
lyzed as “For everything x, if x is a S, then IT(x)”—more
colloquially as, “Everything is such that: if it is a S, then
I1(it)” (“Everything is, if a millionaire, then wealthy”).
The complex predicate “is such that: if it is a S, then T1(it)”
stands for a certain propositional function, whereas the
quantifier “everything” stands for a higher-level proposi-
tional function, which assigns to any first-level proposi-
tional function, F, the proposition that F is “always
true”—that is, the proposition that F yields a true propo-
sition for each and every argument.

Russell analyzed “TI(some S)” as “Something is such
that: it is a S and T1(it)”—wherein the complex predicate
“is such that: it is a S and TI(it)” stands for a certain
propositional function said to be “sometimes true”—that
is, to yield a true proposition for at least one argument.
An English phrase of the form “all §” thus corresponds to
the incomplete string, “everything is such that: if itis a S,
then it ... ;” and a phrase of the form “some S” corre-
sponds to the incomplete string, “something is such that:
it is a S and it....” Russell called phrases of either form

PROPER NAMES AND DESCRIPTIONS

incomplete symbols. The sentences in which such phrases
figure have content, though the phrase, in and of itself,
does not contribute a proposition-component to the
proposition expressed. As Russell put it in “On Denot-
ing,” “denoting phrases have no meaning in isolation.”

The introduction of a quantifier (“everything,”
“something”) into the analysis gives rise to ambiguities
analogous to that of “every boy kissed a girl” when the
simple Aristotelian sentential form occurs within the
scope of a governing operator, such as “not,” “necessarily,”
or “Jones believes.” Thus, on Russell’s general theory of
descriptions, a sentence of the form “not I(all S)” (e.g.,
“All millionaires are not wealthy”) may be analyzed by
giving the indefinite description “all S” primary occur-
rence (over “not”), yielding: “Everything is such that: if it
is a S, then not-TI(it).” This reading is equivalent to the
Aristotelian E form, “TI(no S).” Alternatively, and non-
equivalently, “not I1(all S)” may be analyzed by giving the
phrase “all 8” secondary occurrence, yielding the reading,
“Not everything is such that: if it is a S, then I1(it).” (The
latter analysis—equivalent to the Aristotelian E form—is
obtained by letting the negation in “not I(all S)” govern
the entire A form, not just its predicate I1.) Similarly,
“Jones believes TI(some S)” may be analyzed as “Some-
thing is such that: it is S and Jones believes that I1(it)”
(primary occurrence), or alternatively, and nonequiva-
lently, as “Jones believes: that I1(some S)” (secondary).

In most cases, only one of the two readings is plausi-
bly intended (as with “Jones believes some husbands are
bachelors”). If the simple Aristotelian A or I form occurs
with two or more governing operators, the number of
readings is compounded. For example, “Jones believes
some millionaires are not wealthy” may be analyzed alter-
natively, and nonequivalently, as: (i) “Someone is a mil-
lionaire and Jones believes he/she is not wealthy” (wide
scope); (ii) “Jones believes: that someone is both a mil-
lionaire and not wealthy” (intermediate scope); or (iii)
“Jones believes: that no one is both a millionaire and
wealthy” (narrow scope).

The central tenet of Russell’s theory of definite
descriptions is that a description such as “the author of
Waverley” (used in the sense of “the sole author of Waver-
ley”) is semantically equivalent to the corresponding
uniqueness-restricted existential quantifier “some unique
author of Waverley,” in the sense of “something such that
it, and nothing else, wrote Waverley.” The restricted quan-
tifier falls under the purview of Russell’s general theory of
descriptions. On Russell’s theory, then, “the author of
Waverley” corresponds to the string “Someone is such
that: he or she uniquely wrote Waverley and he or
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she ... ” making definite descriptions also “incomplete
symbols” which have “no meaning in isolation.” The
words “The author of Waverley is ingenious” are not
directly about Walter Scott, but about the complex
propositional function, being a unique author of Waverley
who is also ingenious, expressing that this function yields
a true proposition for at least one individual. There is
nothing that the phrase “the author of Waverley” con-
tributes on its own to this proposition.

As with “some S,” sentences that position a definite
description within governing operators yield multiple
readings. For example, “Jones believes the author of
Waverley is not ingenious” may be analyzed alternatively,
and nonequivalently, as: (i) “Someone uniquely wrote
Waverley and Jones believes he is not ingenious”—that is,
Jones believes of Waverley’s sole author that he is not
ingenious (wide scope); (i) “Jones believes: that someone
both uniquely wrote Waverley and is not ingenious”—
that is, Jones believes that whoever wrote Waverley single-
handedly is not ingenious (intermediate scope); or (iii)
“Jones believes: that no one both uniquely wrote Waver-
ley and is ingenious” (narrow scope). The wide-scope
reading is consistent with Jones’s belief not involving a
conception of Scott as sole author of Waverley. The
narrow-scope reading attributes a belief that is consistent
with Waverley not having a sole author.

A definite description is said to be proper when there
is someone or something that uniquely answers to the
description, and is improper otherwise. Russell artificially,
and misleadingly, extended Mill’s term “denotation” to
the semantic relation that obtains between a proper defi-
nite description and the individual uniquely described,
even though a definite description is supposed not to be
a singular term. He might instead have called this relation
“simulated denotation.” Russell retained the term “mean-
ing” for semantic content.

Both the Millian theory and Russell’s theory deny
that the individual that uniquely answers to a definite
description is itself a component of the content of sen-
tences involving the description. Those theories are able
to solve the puzzles in the special case where the terms
involved are definite descriptions rather than proper
names, by reading sentences involving definite descrip-
tions as containing propositions involving corresponding
attributes or propositional functions. In particular, Rus-
sell’s claim that definite descriptions are not singular
terms, but quantificational constructions, blocks substi-
tutivity of equality, which is applicable only to singular
terms, from licensing the substitution of “the first Post-
master General” for “the inventor of bifocals” in the

secondary-occurrence reading of “Jones believes that the
inventor of bifocals was clever” (By contrast, the envi-
sioned substitution is indeed licensed by logical princi-
ples, including substitutivity as applied to variables, when
the sentence takes on its primary-occurrence reading.)

Russell handled the same difficulties in the case of
proper names (and such devices as demonstratives)
through his thesis that names are ordinarily not used as
“genuine names” (singular terms). Instead they were held
to be “disguised” or “abbreviated” definite descriptions.
The proposition expressed by a sentence involving a typ-
ical name is to be analyzed in accordance with Russell’s
theory of descriptions. This blocks substitution in sen-
tences such as “Jones believes that Hesperus appears in
the evening” Russell acknowledged the possibility of
“names in the strict, logical sense” (logically proper
names), which function in accordance with the naive the-
ory. The class of admissible semantic contents for usable
genuine names was severely limited by Russell’s principle
of acquaintance, that every proposition one can grasp
must be composed entirely of constituents with respect to
which one has a special sort of intimate and direct epis-
temic access, (direct) acquaintance. This restriction seems
sufficient to prevent the puzzles from arising with logi-
cally proper names. (Russell did not countenance genuine
names lacking a referent. Curiously, he claimed that sin-
gular existential and negative existential statements
involving genuine names are without meaning. It would
have been better to say that such sentences are always triv-
ially true and trivially false, respectively.)

4. FREGE'S THEORY OF SINN AND
BEDEUTUNG

In his classic paper, “Uber Sinn und Bedeutung” (1892),
Frege abandoned the naive theory in favor of a richly ele-
gant philosophy of semantics, which extends the Millian
theory’s two-tiered semantics for definite descriptions
and predicates to include all meaningful expressions.
(Like Mill, and unlike Russell, Frege counted definite
descriptions as singular terms.) Frege distinguished
between the referent (Bedeutung) of an expression and its
sense (Sinn). The sense of an expression contains a purely
conceptual manner of presenting the name’s referent.
Individuals that are not themselves senses—such as per-
sons and even their sensations—cannot be constituents
of a genuine Fregean sense. Furthermore, the sense of a
singular term secures the term’s referent. An expression’s
sense is a conception of something, and the expression’s
referent, if there is one, is whatever uniquely fits the con-
cept. The reference relation is thus the relative product of
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a purely semantic relation (that between an expression
and its sense) and a nonlinguistic relation (that between
a sense and the object that fits it). Third, the sense of an
expression is the semantic content. Expressions having
the same sense must have the same referent, but impor-
tantly, expressions having the same referent may differ in
sense. Frege illustrated his notion of sense by means of
three lines that intersect in a single point. Then the
phrases “the point of intersection of a and b,” “the point
of intersection of a and ¢,” and “the point of intersection
of b and ¢” converge in reference but diverge in sense.

The observation that proper names have a sense, as
distinct from the referent, is tailor-made to solve both
Frege’s Puzzle and the problem of how sentences involv-
ing nonreferring names can have content. Frege’s solution
to the substitution problem is more complex. Crucial to
Frege’s theory are the principles of extensionality and
compositionality. They hold that the referent or sense,
respectively, of a complex expression is a function of the
referents or senses, respectively, of the component expres-
sions. In the latter case Frege spoke metaphorically of the
sense of a constituent expression as a part of the sense of
the complex expression, so that the sense of the whole is
composed of the senses of the parts.

Thus, if a constituent expression is replaced by one
having the same sense, the sense of the whole is pre-
served, whereas if a constituent expression is replaced by
one having the same referent but a different sense, the ref-
erent of the whole is preserved even though the sense is
not. In particular, Frege held as a special case of exten-
sionality that a compound expression having a nonrefer-
ring part must be nonreferring (“Sherlock Holmes’s older
brother”). Frege argued, using extensionality, that the
cognitive value (Erkenntniswerte) of a sentence is not the
referent of the sentence, but is fixed by its sense, and that
the referent of a sentence is one of two truth values, truth
and falsity (“the true” and “the false”). Because a sentence
refers to its truth-value, and a sentence involving a non-
referring name itself refers to nothing, such a sentence as
“Sherlock Holmes is addicted to cocaine” is neither true
nor false. (Frege held that the sentence presupposes, with-
out asserting, that Sherlock Holmes exists.)

Frege argued that certain expressions create a special
context in which subordinate expressions do not refer to
their customary referent. When occurring within quota-
tion marks (for example, in “direct discourse” reporting
the words used by a speaker) an expression refers to itself.
Analogously, expressions occurring subordinate to oper-
ators such as “Jones believes that” and “Jones said that”
(the latter occurring in “indirect discourse” reporting the

PROPER NAMES AND DESCRIPTIONS

content of a speaker’s utterance) refer to their ungerade
(indirect, oblique) referent, which is the customary sense.
Extensionality is to be understood as requiring the valid-
ity of substituting for a name in a sentence any expression
having the same referent in that same position. (Scattered
remarks suggest that Frege might have applied his doc-
trine of semantic shifting also to the problem of negative
existentials.)

5. THE THEORY OF DIRECT
REFERENCE

Despite a fundamental disagreement over the matter of
singular propositions, there is common ground between
Russell and Frege in regard to ordinary proper names.
Both held a strong version of the theory that names are
descriptional. On their view, if “St. Anne” is analyzable as
“the mother of Mary,” it must be analyzable even further,
because “Mary” is also supposed to be descriptional. But
even “the mother of the mother of Jesus” must be in this
sense further analyzable. If “o” is a nondescriptional sin-
gular term referring to Mary, then it may be said that the
description “the mother of o” is descriptional relative to
Mary. A thoroughly descriptional term is one that is
descriptional but not descriptional relative to anything.
The orthodox theory, shared by Russell and Frege, is the
theory that proper names and similar devices are either
thoroughly descriptional or descriptional relative only to
items of direct acquaintance. Frege held the stronger the-
sis (which is retained by contemporary variants of Frege’s
theory, such as that of John Searle) that proper names are
thoroughly descriptional. Any departure from the
stronger thesis would constitute a rejection of fundamen-
tal Fregean theory.

In recent philosophy the orthodox theory has been
forcefully challenged, most notably by Keith Donnellan
(1972), David Kaplan, Saul Kripke (1972, 1979), Ruth
Barcan Marcus, and Hilary Putnam. These philosophers
favor the theory of direct reference, which holds that
proper names (and similar devices) are nondescriptional.
Importantly, this theory does not deny that particular
names may exhibit any or all of the three aspects of a
Fregean sense mentioned in the previous section. What is
denied is that the conceptual representation carried by a
name secures the referent. But the direct-reference theory
is significantly stronger than a simple denial of Russell’s
doctrine that ordinary names are abbreviated definite
descriptions. The theory holds that names are not even
similar to definite descriptions. An immediate conse-
quence is that a great many definite descriptions fail to be
thoroughly descriptional or descriptional relative only to
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items of direct acquaintance, because many contain
names of ordinary individuals.

Three main kinds of arguments have been advanced
in favor of the direct-reference theory. The modal and
epistemological arguments are due chiefly to Kripke. Sup-
pose for simplicity that the name “Shakespeare” simply
means “the English playwright who wrote Hamlet, Mac-
beth, and Romeo and Juliet” If the orthodox theory of
names is correct, then the sentence, “Someone is Shake-
speare iff he is an English playwright who is sole author
of Hamlet, Macbeth, and Romeo and Juliet,” should
express a necessary, a priori truth. On the contrary, how-
ever, it might have come to pass that Shakespeare elected
to enter a profession in law instead of becoming a writer.
Furthermore, it is possible, and is not ruled out solely by
semantic reflection, that Francis Bacon should go on to
write these plays. These intuitions are supported by a
complementary intuition: that “Shakespeare” continues
to refer to the same person even with respect to nonactual
possible worlds in which Shakespeare lacks the distin-
guishing characteristics that people actually use to iden-
tify him—that is, even in discourse about such a
counterfactual scenario. One important consequence of
the direct-reference theory is that any proper name is a
rigid designator (Kripke)—that is, it designates the same
thing with respect to every possible world in which that
thing exists and does not designate anything else with
respect to other possible worlds.

One example of the semantic arguments for the
direct-reference theory comes from Donnellan: Accord-
ing to the orthodox theory, the semantic content of the
name “Thales” is determined by a description such as “the
Greek philosopher who held that all is water.” But sup-
pose that the man referred to by writers from whom the
use of the name “Thales” derives never genuinely believed
that all is water but was thought to, owing to some error
or hoax, and that, by coincidence, there was a Greek her-
mit who did hold this bizarre view, though he bears no
historical connection to anyone. Contrary to the ortho-
dox theory, the name “Thales” would nevertheless refer to
the first of the two. This argument seems to reveal also
that the surrounding settings in which speakers find
themselves, and not merely the concepts evoked in them,
are crucial to determining the referents of the names they
use. In a word, the securing of a referent for a name is a
contextual phenomenon. Donnellan and Kripke have
provided partial accounts of the securing of a referent for
a name by means of historical chains of communication.
Putnam has given a similar account of certain terms des-
ignating something by means of a “division of linguistic

labor.” Because of these accounts the direct-reference the-
ory is sometimes called the causal theory of reference.

6. THE MILLIAN THEORY
RECONSIDERED

What, then, is the semantic content of a name? It is
tempting to answer that it is, or at least includes, a
descriptive or conceptual “mode of presentation.”
Although this proposal does not require that the associ-
ated mode of presentation secure the referent, it faces
some of the same difficulties as the orthodox theory. A
more general difficulty arises because the variations of
the argument from Frege’s Puzzle against the naive theory
and the Millian theory can be mounted against a wide
variety of theories of semantic content, including Frege’s.
The general strategy involved in that argument, however,
seems to involve an error. This might be demonstrated
through an application to a situation involving expres-
sions for which it is uncontroversial that semantic con-
tent is exactly the same.

Suppose that foreign-born Sasha learns the words
“ketchup” and “catsup” by actually consuming the condi-
ment and reading the labels on the bottles. Suppose fur-
ther that, because of his idiosyncratic experience, Sasha
comes to believe that the substances so named are differ-
ent condiments sharing a similar taste, color, and consis-
tency. Whereas “Ketchup is ketchup” is uninformative for
Sasha, “Catsup is ketchup” is informative. It would be a
mistake, however, to conclude that “catsup” and
“ketchup” differ in semantic content for Sasha. The terms
are perfectly synonymous in English; indeed, they are
arguably the same English word. Most English speakers
learned one in a sort of ostensive definition, and the other
as a strict synonym (or as an alternative spelling) of the
first. If either may be learned by ostensive definition, then
both may be—witness Sasha. This discredits the original
argument from Frege’s puzzle.

One important consideration favoring the Millian
theory over the orthodox theory comes by consideration
of individual variables. Consider the following proposi-
tional-attitude attribution:

(1) The planet Venus is an individual x such that
Jones believes that x is a star.

It is characteristic of this de re (as opposed to de dicto)
locution that it does not specify how Jones is supposed to
conceive of Venus in believing it to be a star. The Ortho-
dox Theorist contends that this is a result of the allegedly
descriptional name “Venus” positioned outside of the
scope of the nonextensional operator “Jones believes
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that,” where it is open to substitution and to existential
generalization. What is more significant, however, is that
a nondescriptional singular term is positioned within the
scope of the nonextensional context: the last occurrence
of the variable “x” in (1). It follows by the principles of
conventional semantics that (1) is true if and only if its

component open sentence:

(2) Jones believes that x is a star

is true under the assignment of Venus as value for the
variable. In turn, (2) is true under this assignment if and
only if Jones believes the semantic content of the comple-
ment open sentence:

(3) x is a star

under the same assignment. But the fundamental charac-
teristic of a variable with an assigned referent is that its
semantic content is just its referent. This is precisely the
point of using a variable rather than a definite description
(such as “the first heavenly body visible at dusk”) within
the scope of an attitude verb in a de re attribution. If a
variable with an assigned value had, in addition to its
value, a Fregean sense, then (3) would contain a specific
general proposition, under the relevant assignment. If (1)
is to fail to specify how Jones conceives of Venus, the con-
tent of (3) under the assignment of Venus to “x” can only
be the singular proposition about Venus that it is a star. If
the open sentence (3), under the assignment of Venus as
the value of “x,” contains the singular proposition about
Venus that it is a star, then so does the closed sentence “a
is a star,” where “a” is an individual constant that refers to
Venus. It is not the variability of a variable, but its struc-
tural simplicity, that gives it the feature that the variable’s
semantic content, under an assignment of a referent, is
just the assigned referent. (An exactly parallel argument
proceeds using pronouns in place of variables, using “The
planet Venus is such that Jones believes that it is a star.”)

It is important to note also that at least some aspects
of the remaining puzzles would arise even in a language
for which it was stipulated that the Millian theory is cor-
rect. Suppose, for example, that an authoritative linguis-
tic committee that legislates the grammar and semantics
of the language, and to which all speakers of the language
give their cooperation and consent, decreed that proper
names are to function exactly like the mathematician’s
variables, “x,” “y,” and “z,” except that they are to remain
constant. Ordinary speakers would presumably continue
to regard co-referential names as not always interchange-
able in propositional-attitude attributions. English
speakers who use “ketchup” and “catsup” as exact syn-
onyms may be inclined to assent to “Sasha believes that
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ketchup is a sandwich condiment, but he does not believe
that catsup is.” On philosophical reflection, however, it
emerges that this expresses a logical impossibility. Simi-
larly, speakers who agree to abide by the legislative
committee’s decree about proper names might for inde-
pendent pragmatic reasons be led to utter or to assent to
such sentences as “Jones believes that Hesperus appears in
the evening, but he does not believe that Phosphorus
does.” Insofar as the same phenomena that give rise to the
puzzles would arise even in the case of a language for
which the Millian theory was true by fiat and unanimous
consent (and do in fact arise with respect to such straight-
forward synonyms as “ketchup” and “catsup”), the puz-
zles cannot be taken as evidence against the Millian
theory. A deeper understanding is needed of the puzzles,
and a reexamination of the Millian theory in light of this
deeper understanding.

See also Demonstratives; Indexicals; Quantifiers in Nat-
ural Language.
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PROPERTIES

Our every assertion or thought involves “properties” or
relations. Most simply, we predicate some property of
some thing: Earth is round. Sometimes we refer to prop-
erties by name or by description: Red is the color of
blood. Sometimes our quantifiers range over properties:
Galaxies come in many shapes and sizes.

This familiarity with properties, however, does not
reveal what properties are. Indeed, the question is equiv-
ocal, both in ordinary and in philosophical discourse.
There are different conceptions of properties, equally
legitimate, corresponding to the different roles that prop-
erties have been called upon to play (Bealer 1982; Lewis
1983, 1986). And for each conception there are different
theories as to what sort of entity, if any, is best suited to
play the role. The most fundamental division is between
abundant and sparse conceptions of properties. On an
abundant conception every meaningful predicate
expresses some property or relation, including “is blue or
round,” “is on top of a turtle,” “is identical with the planet
Mars”; a property’s instances need not resemble one
another in any intrinsic respect. Abundant properties are
needed to serve as “meanings,” or components of “mean-
ings,” in a compositional semantics for language. On a
sparse conception of properties a predicate expresses a
property only if the objects satisfying the predicate
resemble one another in some specific intrinsic respect;
perhaps “has unit positive charge” and “is ten kilograms

in mass” are examples. Sparse properties are needed to
provide an objective basis for the scientist’s project of dis-
covering the fundamental classifications of things and the
laws that govern them. Properties, whether abundantly or
sparsely conceived, are neither language- nor mind-
dependent: They existed before there were beings to talk
and think about them; they would have existed even had
there never been such beings.

In this entry only conceptions of properties are
explicitly distinguished and discussed, although much of
what is said applies also to relations and to propositions.
Other philosophers’ terms for property in the abundant
sense include attribute (Quine 1970), propositional func-
tion (Russell 1919), and concept (Bealer 1982, Frege 1884);
universal and quality have for the most part been inter-
preted sparsely. Ordinary language allows abundant or
sparse readings of characteristic, feature, trait, and more.

ABUNDANT CONCEPTIONS OF
PROPERTIES

How abundant are the properties on the abundant con-
ception? Whenever there are some things, no matter how
scattered or dissimilar from one another, there is the
abundant property of being one of those things. Thus, for
any class of things, there is at least one abundant property
had by all and only the members of that class. It follows
that there are at least as many abundant properties as
classes of things and that the abundant properties outrun
the predicates of any ordinary language. (There are non-
denumerably many classes of things—assuming an infin-
ity of things—but at most denumerably many predicates
in any ordinary language.) Abundant properties, owing
to their very abundance, must be transcendent, rather
than immanent: They are not present in their instances as
constituents or parts. It is not plausible to suppose that an
object has a distinct constituent for each and every class
to which it belongs.

If we say that whenever there are some things, there
is exactly one property had by all and only those things,
then a property may be identified with the class of its
instances. For example, the property of being human may
be identified with the class of human beings. But there is
a well-known objection to this identification (Quine
1970). Consider the property expressed by “is a creature
with a heart” and the property expressed by “is a creature
with kidneys.” If properties are “meanings,” or semantic
values, of predicates, then the properties expressed by
these two predicates are distinct. Yet, these predicates, we
may suppose, are coextensive: As a matter of fact, any
creature with a heart has kidneys, and vice versa; the class
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of creatures with a heart is identical with the class of crea-
tures with kidneys. Thus, distinct properties correspond
to the same class and cannot be identified with that class.

Different responses to the objection invoke different
criteria of individuation for properties, that is, different
criteria for deciding when properties, introduced, say, via
predicates that express them, are one and the same. One
response simply denies that “is a creature with a heart”
and “is a creature with kidneys” express distinct proper-
ties. More generally, properties expressed by coextensive
predicates are identical. Call this an extensional concep-
tion of properties. A property so conceived may be iden-
tified with the class of its instances. Extensional
conceptions of properties are adequate to the semantic
analysis of mathematical language and extensional lan-
guages generally (Tarski 1946).

A second response holds that “is a creature with a
heart” and “is a creature with kidneys” express distinct
properties, because it is logically possible for something
to satisfy one predicate without satisfying the other. On
this response properties expressed by necessarily coexten-
sive predicates are identical; properties expressed by acci-
dentally coextensive predicates are distinct. Call this an
intensional conception of properties. If one accepts the
standard analyses of logical possibility and necessity in
terms of possibilia, then a property, on the intensional
conception, may be identified with the function that
assigns to each possible world the set of possible objects
that has the property at the world. If one holds that each
object exists at, and has properties at, only one world,
then a property may more simply be identified with the
class of (actual and) possible objects that has the property
(Lewis 1986). Properties, on the intensional conception,
are appropriate semantic values for predicates of (stan-
dard) modal languages and intensional languages gener-
ally (Carnap 1947, Kripke 1963).

A third response holds that the properties expressed
by “is a creature with a heart” and “is a creature with kid-
neys” are distinct because they are structured entities with
different constituents: The property expressed by “is a
creature with a heart” has the property expressed by “is a
heart” as a constituent; the property expressed by “is a
creature with kidneys” does not. On this response prop-
erties have a quasi-syntactic structure that parallels the
structure of predicates that express them. Call two predi-
cates isomorphic if they have the same syntactic structure
and corresponding syntactic components are assigned
the same semantic values. On a structured conception of
properties, properties expressed by isomorphic predicates
are identical; properties expressed by nonisomorphic
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predicates are distinct. (Structured conceptions are
sometimes called hyperintensional because they allow
necessarily coextensive predicates to express distinct
properties.) Structured conceptions subdivide according
to whether the unstructured semantic values are inten-
sional or extensional and according to whether the rele-
vant structure is surface grammatical structure, or some
hypothetical deep structure, or structure after analysis in
terms of some chosen primitive vocabulary. Structured
properties may be identified with sequences of unstruc-
tured properties and other unstructured semantic values.
Structured properties, on one version or another, have a
role to play in the semantic analysis of propositional atti-
tudes and of hyperintensional languages generally (Car-
nap 1947, Cresswell 1985).

Thus far, this entry has assumed that predicates of
ordinary language are satisfied by objects once and for all.
In fact, most ordinary language predicates are tensed;
they may be satisfied by objects at some times but not at
others. For example, “is sitting” is true of me now, but was
false of me ten minutes ago. On a tensed conception of
properties, whether or not a property holds of an object
may also be relative to times. Most simply, tensed proper-
ties may be identified with functions from times to
untensed properties. Tensed properties may be taken as
semantic values for tensed predicates.

We have, then, a plurality of abundant conceptions
of properties. Which is correct? One need not and should
not choose. A plurality of conceptions is needed to
account for the multiple ambiguity in our ordinary talk
of properties. And it seems that both structured and
intensional conceptions are needed for compositional
semantics: Structured properties are needed to provide
distinct semantic values for predicates, such as “is a poly-
gon with three sides” and “is a polygon with three angles,”
that are necessarily coextensive without being synony-
mous; intensional properties are needed to provide dis-
tinct semantic values for unstructured predicates that are
accidentally coextensive. To accept a plurality of concep-
tions, it suffices to find, for each conception, entities that
satisfy that conception’s criteria of individuation.

Realists with respect to some conception of proper-
ties hold that entities satisfying the individuation criteria
for the conception exist. Realists divide into reductionists
and antireductionists. Reductionists identify properties,
under the various conceptions, with various set-theoretic
constructions (in ways already noted): class, functions, or
sequences of actual or possible objects (Lewis 1986).
Antireductionists reject some or all of these identifica-
tions. For some antireductionists, classes are suspect or
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esoteric entities; classes are to be explained, if at all, in
terms of properties, not vice versa (Bealer 1982, Russell
1919). For other antireductionists the problem is not with
classes, but with the possibilia that comprise them (on
intensional conceptions). Possible but nonactual entities
are to be explained, if at all, in terms of uninstantiated
properties, not vice versa (Plantinga 1976). According to
the antireductionist, properties are basic or primitive; it is
merely posited that there are entities satisfying the appro-
priate individuation criteria. Some entities, after all, must
be taken as basic; according to the antireductionist, prop-
erties are an acceptable choice.

Eliminativists hold that, strictly speaking, there are
no properties. They take aim, typically, at intensional
conceptions, at conceptions with modal criteria of indi-
viduation. They claim that modal notions, such as logical
possibility and necessity (whether taken as primitive or
analyzed in terms of possibilia), incorrigibly lack the clar-
ity and precision required of a rigorous scientific seman-
tics or philosophy (Quine 1970). Eliminativists have the
burden of showing how ordinary and philosophical dis-
course ostensibly referring to properties can be para-
phrased so as to avoid such reference; or, failing that, of
showing that such discourse is dispensable, merely a facon
de parler.

SPARSE CONCEPTIONS OF
PROPERTIES

On an abundant conception any two objects share infi-
nitely many properties and fail to share infinitely many
others, whether the objects are utterly dissimilar or exact
duplicates. On a sparse conception the sharing of proper-
ties always makes for genuine similarity; exact duplicates
have all of their properties in common. Whatever the
sparse properties turn out to be, there must be enough of
them (together with sparse relations) to provide the basis
for a complete qualitative description of the world, includ-
ing its laws and causal features. The sparse properties cor-
respond one-to-one with a select minority of the
abundant properties, on some intensional conception.
(“Intensional,” because distinct sparse properties may
accidentally be instantiated by the same objects.) Those
abundant properties that correspond to sparse properties
are called natural (or perfectly natural, since naturalness
presumably comes in degrees; Lewis 1983, 1986). The nat-
uralness of properties is determined not by our psycho-
logical makeup, or our conventions, but by nature itself.

How sparse are the properties, on a sparse concep-
tion? First, there is the question of uninstantiated proper-
ties. If sparse properties are transcendent, there is no

difficulty making room for uninstantiated sparse proper-
ties; perhaps uninstantiated sparse properties are needed
to ground laws that come into play only if certain contin-
gent conditions are satisfied (Tooley 1987). If, on the
other hand, sparse properties are immanent, are present
in their instances, then uninstantiated sparse properties
must be rejected, because they have nowhere to be (Arm-
strong 1978, 1989). Of course, uninstantiated sparse
properties may nonetheless possibly exist, where this is
understood according to one’s favored interpretation of
modality.

Second, there is the question of the compounding of
sparse properties (and relations). Disjunctions and nega-
tions of natural properties are not themselves natural:
Their instances need not resemble one another in any
intrinsic respect. For example, instances of the property
having-unit-positive-charge-or-being-ten-kilograms-in-
mass need not resemble one another in either their
charge or their mass. It follows that there are no disjunc-
tive or negative sparse properties (Armstrong 1978).

The case of conjunctive sparse properties is less clear.
There are two views. According to the first, since instances
of a conjunction of natural properties, such as having-
unit-positive-charge-and-being-ten-kilograms-in-mass,
resemble one another in some—indeed, at least two—
intrinsic respects, there exists a sparse property corre-
sponding to the conjunction. According to the second
view, the sparse properties must be nonredundant; they
must be not only sufficient for describing the world but
minimally sufficient. On this view conjunctive sparse
properties are excluded on grounds of redundancy: A
putative conjunctive sparse property would hold of an
object just in case both conjuncts hold.

Similarly, structural sparse properties, such as being-
a-molecule-of-H,0, may be admitted on the grounds that
they make for similarity among their instances. Or they
may be excluded on grounds of redundancy: A putative
structural sparse property would hold of an object just in
case certain other sparse properties and relations hold
among the object and its parts. But the exclusion of struc-
tural (and conjunctive) sparse properties faces a problem.
It rules out a priori the possibility that some properties
are irresolvably infinitely complex: They are structures of
structures of structures, and so on, without ever reaching
simple, fundamental properties or relations (Armstrong
1978). A sparse conception that allowed for this possibil-
ity would have to allow some redundancy; and if some
redundancy, why not more? This suggests that conjunc-
tive and structural sparse properties should generally be
admitted. (An alternative treatment makes use of degrees
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of naturalness and has it that conjunctive and structural
properties are natural to some lesser degree than the
properties in terms of which they are defined; a world
with endless structure has no perfectly natural proper-
ties.)

If structural sparse properties are admitted, the
sparse properties will not be confined to fundamental
physical properties; there will be sparse properties of
macroscopic, as well as microscopic, objects. For exam-
ple, the sparse properties will include specific shape-and-
size properties, such as being-a-sphere-ten-meters-
in-diameter (which are arguably structural properties
definable in terms of sparse distance relations). However,
the vast majority of ordinary-language predicates—
“is red,” “is human,” “is a chair,” to name a few—fail to
express natural properties to which sparse properties cor-
respond; rather, these predicates express properties that,
when analyzed in fundamental physical terms, are dis-
junctive (perhaps infinitely so) and probably extrinsic.
(This judgment could be overturned, however, if there are
irreducible natural properties applying to macroscopic
objects—most notably, irreducible phenomenological
properties of color, sound, and such.)

What are the properties on a sparse conception?
There are three principal theories (or clusters of theories,
since they each subdivide). According to the first, the
properties sparsely conceived are just some of the proper-
ties abundantly conceived: The properties that are per-
fectly natural. What makes some properties natural and
others unnatural? One version of the theory simply takes
naturalness to be a primitive, unanalyzable distinction
among abundant properties (Quinton 1957; see also
Armstrong 1989, Lewis 1986). But since a property is nat-
ural in virtue of the resemblances among its instances, it
might seem more appropriate to take instead some rela-
tion of partial resemblance as primitive and to define nat-
uralness in terms of resemblance. The resulting version,
called resemblance nominalism, can be worked out in dif-
ferent ways with different primitive resemblance relation
(Price 1953; see also Armstrong 1989, Goodman 1951;
Lewis 1983). The chief objection to the view is that par-
tial resemblance between ordinary objects, no less than
naturalness of properties, cries out for analysis. When
two objects partially resemble one another, the objection
goes, they must have constituents that exactly resemble
one another, perhaps constituents that are literally identi-
cal. More generally, it is argued, properties must be con-
stituents of objects if properties are to play a role in the
explanation of the natures and causal powers of objects;
one cannot explain an object’s nature or causal powers by
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invoking a class to which it belongs. Sparse properties,
then, must be immanent, not transcendent, entities.

What are these constituents of ordinary things? Not
ordinary spatial or temporal constituents—or, at least,
not always. For even an object with no spatial or tempo-
ral extension might have a complex nature and stand in
relations of partial resemblance. If sparse properties are
immanent, then they must be nonspatiotemporal con-
stituents of things. There are two prominent theories as
to the nature of these constituents. The first theory takes
them to be universals (Armstrong 1978, 1989.) They are
repeatable: Each of them is, or could be, multiply instan-
tiated. And they are wholly present in their instances: An
immanent universal is located—all of it—wherever each
of its instances is located. When objects resemble one
another by having a sparse property in common, there is
something literally identical between the objects. It fol-
lows that universals fail to obey commonsense principles
of location, such as that nothing can be (wholly) in two
places at the same time. But that is no objection. Such
principles were framed with particulars in mind; it would
beg the question against universals to require them to
meet standards set for particulars.

On the other theory of sparse properties as imma-
nent, the nonspatiotemporal constituents of ordinary
particulars are themselves particulars, called tropes
(Armstrong 1989, Lewis 1986, Williams 1966) or abstract
particulars (Campbell 1981). When ordinary particulars
partially resemble one another by having some sparse
property—say, their mass—in common, then there are
distinct, exactly resembling, mass tropes as constituents
of each. On a trope theory sparse properties can be iden-
tified with maximal classes of exactly resembling tropes
(perhaps including merely possible tropes). Exact resem-
blance between tropes is taken as primitive by trope the-
ory; but it is a simple and natural primitive compared to
the partial resemblance relation taken as primitive by an
adequate resemblance nominalism.

A possible disadvantage of a universals theory is that
it requires two fundamentally distinct kinds of entities:
universal and particulars. An ordinary particular cannot
simply be identified with a bundle of coinstantiated uni-
versals, lest numerically distinct but qualitatively identical
particulars be identified with one another. On a univer-
sals theory there must be some nonqualitative, nonre-
peatable constituent of ordinary particulars to ground
their numerical identity. A trope theory, on the other
hand, needs only tropes to make a world. Ordinary par-
ticulars can be identified with bundles of coinstantiated
tropes; numerically distinct but qualitatively identical
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particulars are then bundles of numerically distinct but
exactly resembling tropes.

The great advantage of a universals theory is that it
promises to analyze all resemblance in terms of identity:
Exact resemblance is identity of all qualitative con-
stituents; partial resemblance is partial identity, identity
of at least one qualitative constituent. But it is unclear
whether the promise can be kept. Objects instantiating
different determinates of a determinable—such as unit-
positive and unit-negative charge—seem to partially
resemble one another by both being charged without
there being any analysis of this resemblance in terms of
the identity of constituent universals or, for that matter,
the exact resemblance of constituent tropes. A universals
theory and a trope theory would then have to fall back
upon primitive partial resemblance between universals,
or tropes. Some of the advantages of these theories over
resemblance nominalism would be forfeited.

Of the three basic theories of sparse properties—
resemblance nominalism, a theory of immanent univer-
sals, and a theory of tropes—only one can be true; the
theories posit incompatible constituent structure to the
world. However, assuming each theory is internally
coherent, and adequate to the needs of science, the ques-
tion arises, What sort of evidence could decide between
them? It seems that a choice between the theories will
have to be made, if at all, on the basis of pragmatic crite-
ria such as simplicity, economy, and explanatory power.
There is as yet no philosophical consensus as to what that
choice should be.

See also Armstrong, David M.; Carnap, Rudolf; Elimina-
tive Materialism, Eliminativism; Frege, Gottlob; Good-
man, Nelson; Kripke, Saul; Metaphysics; Quine,
Willard Van Orman; Realism; Reduction; Reduction-
ism in the Philosophy of Mind; Russell, Bertrand
Arthur William; Tarski, Alfred.
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PROPERTY

The institution of property has interested social philoso-
phers in part, at least, because it raises issues of justice.
Like government, it is practically universal but varies
enough in its particular arrangements to suggest the
question What criteria are relevant in assessing the rela-
tive merits of various arrangements? Again, because it
discriminates between rights and fortune, it invites moral
criticism and the demand for justification.

Many of the classical accounts of the origin and
function of private property have taken for granted that
in nature all things were held “in common.” This phrase,
however, is ambiguous, for it often meant not a system
regulating the use of goods by general agreement but a
condition where, there being no rules, everything was res
nullius (a thing belonging to no one) and the concept
“property” was consequently irrelevant. How, then, it was
asked, would humans come to appropriate the land and
its fruits? How could such appropriation be justified?
What would be rational grounds for claiming exclusive
possession? And could there be any limit on people’s right
to do what they would with their own?
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THEORIES OF PROPERTY

According to the Church Fathers, property was both the
consequence and the social remedy for the sin of cov-
etousness that came with the Fall. But since owners have
appropriated what at one time belonged to all, they have
a duty to administer it for the benefit of all. “Our prop-
erty, said Gregory the Great, “is ours to distribute, but
not ours to keep.” The concept of the owner as steward is
the core of the traditional Christian view of property.

NATURAL LAW AND CONVENTIONALISM. By the sev-
enteenth century, property rights came to be grounded in
the needs and accomplishments of the individual owner,
and ownership implied a natural right to enjoy and dis-
pose of its objects, limited only by the duty to respect the
rather narrowly defined interests of others. In John
Locke’s account, property as an institution is explained by
human needs. Although God gave the earth and all its
fruits to all people to preserve their lives, still this meant
one’s making the fruits of the earth exclusively his own, if
only by eating them. However, what in nature entitled
one to call something one’s own was that one made the
effort to make it so. To add one’s labor to a res nullius was
to create a title to the whole product. Locke limited this
title to whatever one could use before it spoiled; appro-
priation for waste would be illegitimate.

To appropriate an object implied for Locke not
merely a right to enjoy it but also to alienate it at will, so
that although the appropriation of res nullius could legit-
imately be effected only by labor, the title, once estab-
lished, could be freely transferred. It is questionable,
however, whether Locke was justified in assuming that
because we may appropriate what we need from the com-
mon stock, we may therefore transfer what we acquire,
but do not need, to whomsoever we choose. Locke
needed this right, however, if his theory was not to sug-
gest, as did certain later writers on economic justice, that
the laborer was entitled to the entire fruits of his master’s
fields, if not to the fields themselves. For where all land
had long been appropriated, the titles of present owners
would depend entirely on the legitimacy of such transfers
in the past. So, since the land was no longer res nullius, all
the laborer could claim was the value of his labor in
wages. Moreover, in a market economy and with the
introduction of money, wealth might be accumulated
and stored indefinitely without spoiling; furthermore,
since money had only a conventional value, hoarding it
deprived no one of anything of natural value, and its dis-
tribution must be taken to be by common consent. Hav-
ing accounted, then, for the existence of property, and for
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existing titles, with a theory of natural right, Locke over-
laid the theory with a conventionalist theory that neutral-
ized the limitations on appropriation that the original
theory prescribed.

Nature and convention are to be found similarly
blended, if in varying proportions, in Hugo Grotius,
Samuel von Pufendorf, and William Blackstone. In
Immanuel Kant, too, there is a blend. Kant deduced the
principle of first occupier from the autonomy of the will
but conceded that only a universal legislative will—the
civil state—could give binding force to the intention to
appropriate.

UTILITARIAN POSITIONS. According to David Hume, a
man’s creation ought to be secured to him in order to
encourage “useful habits and accomplishments.” Inheri-
tance and the right to alienate were alike valuable as
incentives to or conditions for useful industry and com-
merce. Property rested on convention in the sense of rules
upheld by common interests commonly perceived. It was
a law of nature, too, but in the sense that men were suffi-
ciently alike the world over for the same general arrange-
ments to be equally to the public advantage. Hume’s
argument, then, also blends natural law doctrine with
conventionalism but reduces both to utilitarianism.

Jeremy Bentham did little more than elaborate
Hume’s arguments. However, by introducing considera-
tions of utility, Hume and Bentham pointed the way for
criticism of the distribution of private property and,
indeed, of the institution itself. Already in 1793 William
Godwin was arguing that in a consistent application of
the principle of utility “every man has a right to that, the
exclusive possession of which being awarded to him, a
greater sum of benefit or pleasure will result, than could
have arisen from its being otherwise appropriated” (Polit-
ical Justice, Book 8). ]. S. Mill, though broadly committed
to a belief in private property, held that, in the case of
land at any rate, private ownership must be conditional
on its expediency; the rights associated with it, especially
the right to exclusive access and enjoyment, ought to be
limited to whatever was required to exploit it efficiently.
Mill recognized that the rights of property were not an
inseparable bundle, to be justified en bloc; each con-
stituent right had to be independently justified on
grounds of utility.

However, Mill’s belief that the institution of property
would be justified provided that it guaranteed to individ-
uals the fruits of their labor and abstinence is open to
question. In a complex industrial society, “the fruits of
one’s labor” can mean only the value of a given worker’s
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contribution to the finished product. But value derives
from the relations of supply and demand, both for the
commodity and for labor of the various kinds needed to
produce it. “The fruits of one’s labor,” understood as one’s
share in a social dividend, will depend not only on one’s
efforts but also on the number of other people available
to do the same job and on how badly consumers want it
done. If for the time being a particular skill is in short
supply, is it self-evident that this increases the value of its
fruits or that those who have it should be the better off for
it?

MARXIST AND HEGELIAN CRITIQUES. Again, the
exclusive claims of labor take no account of what men
owe to others and to the social interest. Emile Durkheim,
for instance, objected that “it is not enough to invoke the
rights that man has over himself: these rights are not
absolute but limited by the claims of the moral aims, in
which a man has to cooperate.” Karl Marx was equally
critical of the German Social Democrats’ Gotha program
of 1875, which claimed that labor should receive its pro-
duce “unabridged and in equal right.” He charged that
this formula ignored the need for capital replacement and
development, social services, and the support of the inca-
pable. In any case, he said, distribution proportional to
contribution would still be only partial justice, bearing in
mind differences in natural capacity on the one hand and
need on the other. In the truly cooperative society, based
on common ownership of the means of production, indi-
vidual labor would be impossible to separate out, and dis-
tribution would be according to need alone. This would
be possible, however, only because labor would have
ceased to be a burden and would have become “life’s prin-
cipal end”

This last condition suggests why, in a period when
hedonistic premises underlay a great deal of psychology,
ethics, and economics, the necessary relation between
labor and property should have been so generally
accepted. On the assumption that work was painful, the
only conceivable reason for working was a greater pleas-
ure expected from its fruits. Marx argued that this
account of labor was neither an explanation nor a justifi-
cation, but a consequence, of the system of private prop-
erty. The worker was alienated from his work, which
appeared to him not as a fulfillment but as a burden; he
was alienated, too, from the product of his work, which,
passing to his employer in surplus value, confronted him
as capital—that is, as an instrument of his own bondage.

Despite the stress on labor as the source of value that
Marx shared with the English utilitarians and econo-

mists, his account of property derives at least as much
from G. W. F. Hegel as from the English school. Like Kant,
Hegel regarded property as necessary not because it
helped to satisfy human needs but because “a person
must translate his freedom into an external sphere in
order that he may achieve his ideal existence” (Philosophy
of Right, Sec. 41); because “property is the first embodi-
ment of freedom and so is in itself a substantive end”
(Sec. 45). Plato erred, in Hegel’s view, in denying private
property to the guardians, for he was denying them the
conditions necessary for giving concrete realization to
their personalities and wills.

Marx and Hegel are alike in seeing the human will
objectifying itself in its acquisitions and creations. If for
Marx the process is not rationalizing and liberating but
alienating and enslaving, it is because the property cre-
ated is not and cannot be the worker’s own. The laborer
can transcend this alienation only in the communist soci-
ety, in which, like Plato’s guardians or the members of a
monastic community, he gets caught up in a common
enterprise where “mine” and “thine” are of no account
because life is more than the satisfaction of material
needs. In a world in which “sharing in” counted for more
than “sharing out,” property—like justice—would pres-
ent no problems.

ECONOMIC AND SOCIAL SIGNIFICANCE. In the
course of the past century, legal and social philosophers
(Léon Duguit and Karl Renner, for example) have come
to think of property increasingly as an institution with
social functions and not, like Locke, as simply a guaran-
tee of individual interest. Moreover, because property
entails inequalities in power, in claims on the social prod-
uct, in social status, and in prestige, it must be justified,
and not merely in terms of the interests or natural rights
of its immediate beneficiaries.

It is difficult, however, to see how any one theory
could apply generally to all forms of private property and
include all rights of ownership. Individual control of pro-
ductive resources raises very different issues from the
exclusive right to enjoy consumer goods such as clothes
and furniture. The right to control the use of mines and
factories is not really an instance of the right of a Kantian
rational and autonomous being to manipulate mere
things for his own needs; it is also an exercise of power
over other people. According to A. A. Berle, the United
States is gradually extending to such property the limita-
tions traditionally applied to state action in order to pro-
tect individual freedom.
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Again, could one justify one’s title to dividends on
the ground that instead of enjoying the fruits of one’s
labor one had invested them? And would the same justi-
fication extend to a corporate title to the yield on invest-
ments financed out of undistributed profits? Such claims
have certainly flourished under the umbrella of natural
rights; but it is difficult to see how any but a utilitarian
argument could seriously be proposed in defense of such
arrangements.

ANALYSIS OF OWNERSHIP

Talk of property often seems to be talk about things.
Things constitute property, however, only inasmuch as
they can be assigned to owners; to own something is to
have, in respect to it, certain rights and liabilities vis-a-vis
other persons or the public at large. Ownership, there-
fore, is a normative relation or a complex of such rela-
tions between owner, object, and third parties, and to
refer to something as “property” is to locate it as a term in
such a relationship. Some jurists, indeed, insist that prop-
erty refers not to things at all but, rather, to a bundle of
rights. And this is obviously true of income titles, such as
securities and annuities, and of rights of control over
“intellectual property,” such as patent rights and copy-
rights; these are “things” only in a very abstract sense, as
characteristic complexes of normative relations.

As the objects of property are diverse, so also are the
rights constituting it. Landowners’ rights are necessarily
different from copyright owners), and the owner of a gun
does not have the same unrestricted use and control of it
as the owner of a table has of the table. Jurists have nev-
ertheless tried to identify some right necessary to owner-
ship. The rights of exclusive use, possession, or alienation
seem to be likely candidates, but each can conceivably be
detached (for example, by a lease or an easement, under
the terms of a trust, or, in former times, by entail) with-
out the owners’ losing property in the object. Accord-
ingly, Sir Frederick Pollock suggested that “we must look
for the person having the residue of all such powers when
we have accounted for every detached and limited por-
tion of it.” But this residue, as held, say, by a ground land-
lord with a thousand-year tenant, may be very slender
indeed, and the owner to whom all the detached rights
will revert when the encumbrances reach the end of their
term will certainly not be the present owner.

A. M. Honoré suggests a way out of these difficulties
by concentrating not on the difficult exceptions but on
the standard instance. He defines ownership as “those
legal rights, duties and other incidents which apply, in the
ordinary case, to the person who has the greatest interest
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in a thing admitted by a mature legal system.” Among the
characteristic features are the right to possess and to be
secure in possession, to use and to manage the property,
to enjoy income arising from it and to alienate, consume,
waste, or destroy the capital, and to transmit ownership
to one’s successors indefinitely; the absence of a fixed date
on which the owners’ interests terminate; the prohibition
of harmful use; the liability of the property to execution
for debt or insolvency; and the reversion to the owner on
the termination of whatever lesser interests (leases,
usufructs) encumber the property. Now, to say that A is
the owner of x is not necessarily to say that he is the pres-
ent subject of all these incidents; however, provided the
kind of property in question can intelligibly be said to be
the object of them and in the absence of special condi-
tions or reservations, it is reasonable to infer that he is.

The Scandinavian legal realists—Karl Olivecrona
and Alf Ross, for example—have been more radical in
their analyses. According to Ross, ownership is “solely ...
a tool in presentation.” Theoretically, one could enunciate
a mass of directives to judges, each consisting of a condi-
tioning fact or facts (F) and a legal consequence (C), such
as (1) if a person has lawfully purchased a thing (F,),
judgment for recovery of possession should be given in
his favor (C,); (2) if a person by prescription has acquired
a thing and raised a loan that is unpaid (F,), the creditor
should be given judgment for satisfaction out of the thing
(C,); and so on. Now, to introduce “ownership” is not,
according to Ross, to add something that accounts for the
connections between the F’s and the C’s but merely to
indicate the systematic connection between them such
that F,, F,, F;, -, F, severally and collectively entail the
totality of legal consequences C,, C,, C;, -+, C,. The word
ownership in Ross’s view is “without any semantic refer-
ence whatever”; it serves only to reduce the complexity of
particular rules to a systematic order. There is nothing
beyond or in addition to the rules.

Now, it is certainly true that only confusion can
result from trying to identify some special kind of a thing,
or some special quality of things, which is called “prop-
erty.” Nevertheless, “ownership” does not always imply
the same bundle of rights. The possible conditioning facts
and the legal consequences are not the same for every case
in which one may say that X is the owner of P. And, there-
fore, since the relevant rules do not have the rigorous
relation to one another that Ross suggests, one can iden-
tify them as the rules of property (as distinct from, say,
personal rights) only by recognizing some sort of family
resemblances between them. Indeed, the terms Ross uses
in exemplifying his conditioning facts—“purchase,”
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“occupation of res nullius,” “acquisition by prescrip-
tion”—are obviously already impregnated with owner-
ship; to purchase something, for example, is to give
money for it—that is, on the understanding that one
acquires not merely possession, but also owners’ rights,
over it.

Deciding who is the owner of a piece of property is,
of course, to decide on the basis of certain facts where
certain powers and liabilities lie. But to reduce a legal
concept like property to a finite set of directives to judges
ignores the fact that judges are constantly having to
reshape the rules in the very process of applying them. If
the rules of ownership are treated as a more or less arbi-
trary agglomeration, it is difficult to see how judges could
make rational decisions at all.

Ross’s bundle of conditioning facts and legal conse-
quences is significant, however, because it suggests how
one goes about constructing a paradigm case of owner-
ship, or, rather, a family of paradigms related by the fact
that different conditioning facts entail broadly similar
legal consequences. Deciding ownership in an atypical
case would then involve deciding whether it can be assim-
ilated to any of the available paradigms even though some
characteristic ownership features are absent or other fea-
tures that are out of character are present. A judge may
have all kinds of reasons for making or refusing such an
assimilation; but it is difficult to see how the problem
could be presented to him at all without presupposing the
standard cases of ownership as agreed starting points for
discussion.

See also Bentham, Jeremy; Durkheim, Emile; Godwin,
William; Grotius, Hugo; Hegel, Georg Wilhelm
Friedrich; Hume, David; Justice; Kant, Immanuel;
Locke, John; Marx, Karl; Mill, John Stuart; Natural
Law; Patristic Philosophy; Plato; Pufendorf, Samuel
von; Rights; Utilitarianism.
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PROPERTY [ADDENDUM]

What is property? It is some valued item that belongs to
someone. Its existence in society may be collective or
individual, although even if collective, it usually emerges
from instances of (pooled or expropriated) individual
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ownership. And that presupposes the right to private
property.

PROPERTY IS PRIVATE

The institution of the right to private property is the sin-
gle most important condition for a society in which free-
dom in the classical liberal tradition—which means
negative liberty, including free trade, freedom of the
press, and freedom of religion—is to flourish. Under
communism, in contrast, no such right is recognized. Pri-
vacy has a negligible role in a system which holds, as Karl
Marx (1818-1883) proclaimed, that “the human essence
is the true collectivity of man” (1970, p. 126). Even within
noncommunist, nonsocialist systems the exact status of
property is in dispute—some hold it is a convention
established by implicit consensus and maintained by gov-
ernment or law. Some hold it is a natural normative rela-
tionship that comes about by means of the creative and
productive initiative of persons and the law of property
exists to recognize and not to create it.

WHAT IS THE RIGHT TO PRIVATE
PROPERTY?

Karl Marx understood the right to private property,
although it was John Locke (1632-1704) who tried to jus-
tify this right. Marx wrote, in “On the Jewish Question,”
that “the right of man to property is the right to enjoy his
possessions and dispose of the same arbitrarily without
regard for other men, independently, from society, the
right of selfishness” (1970, p. 53). This, though correct, is
not the full story. The right to private property, be it
applied to obtaining and holding a toothbrush or, as was
Marx’s concern (and what Marx found objectionable), an
entire factory, does spell out a person’s authority to use
what he or she owns without regard for other persons.
This use may be reckless, prudent, or generous. Its exer-
cise may not, however, violate others’ rights. Defenders do
not assume that it would be insidious.

The natural right to private property was only dis-
cussed in direct terms starting in the eleventh and twelfth
centuries. William of Ockham (1285-1347) proposed
that “Natural right is nothing other than a power to con-
form to right reason, without an agreement or pact”
(2001, p. 48) or, as Heinrich A. Rommen paraphrased
him, “the right to private property is a dictate of right rea-
son” (1954, p. 419), the power to make one’s moral
choices on one’s own, free of others’ intrusion. Because
such choices are made by persons in the natural world,
one of our natural rights is the right to private property.

PROPERTY [ADDENDUM |

ONE ROLE OF PRIVATE PROPERTY IN
SOCIETY

Property rights weren’t explicitly identified in ancient
times but the Old Testament ban on stealing implies what
was spelled out by Locke and other classical liberals.
Moreover, there have been strong philosophical intima-
tions of it in, for example, Aristotle’s Politics (384—322
BCE). Whereas Plato, his teacher, held that, at least within
the ruling class of a political community, there may not
be any private property and indeed privacy, at all, Aristo-
tle objected as follows:

That all persons call the same thing mine in the
sense in which each does so may be a fine thing,
but it is impracticable; or if the words are taken
in the other sense, such a unity in no way con-
duces to harmony. And there is another objec-
tion to the proposal. For that which is common
to the greatest number has the least care
bestowed upon it. Every one thinks chiefly of his
own, hardly at all of the common interest; and
only when he is himself concerned as an indi-
vidual. For besides other considerations, every-
body is more inclined to neglect the duty which
he expects another to fulfill; as in families many
attendants are often less useful than a few. (Poli-
tics, 1261b34)

Earlier Thucydides (c. 471—c. 400 BCE) said,

They devote a small fraction of the time to the
consideration of any public object, most of it to
the prosecution of their own objects. Mean-
while, each fancies that no harm will come to his
neglect, that it is the business of somebody else
to look after this or that for him; and so, by the
same notion being entertained by all separately,
the common cause imperceptibly decays. (The
History of the Peloponnesian War, bk. 1, sec. 141)

So, communal ownership leads to reduction of
responsibility and a corresponding lack of attentive
involvement with whatever is owned. This does not mean
that people are evil. At their homes, this is likely to be dif-
ferent—if one is late and rushes off, the trash will be dis-
posed of upon one’s return. At a public place the attitude
seems to be, “It will get cleaned up somehow, by some-
one, at some time.” So, it is a systemic problem: people are
unable to incorporate the significance of managing the
public property within the scale of their values. Each of us
knows, directly, how important or not it is for oneself to
keep one’s backyard clean. So one will take care of it com-
mensurate with that knowledge. It is not possible, how-
ever, for an individual to know how important it is for the
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community, society, or humanity at large that one keep
the air or river or lake clean, and to what degree.

A more recent defense of the right to private prop-
erty is closer to that which we get from John Locke;
namely, that we require this right so as to have a sphere of
moral authority—as Robert Nozick (1938-2002) called
it, “moral space,” or as Ayn Rand (1905-1982) noted,

Bear in mind that the right to property is a right
to an action, like all others: it is not the right to
an object, but to the action and the conse-
quences of producing or causing that object. It is
not a guarantee that a man will earn any prop-
erty, but only a guarantee that he will own it if
he earns it. It is the right to gain, to keep, to use
and to dispose of material values. (1967, p. 322)

Basically, then, the main normative reason given for
why one has a right to private property is that it is the
means by which one’s liberty to act free of others’ im-
position is secured within a social context. It is also a
precondition for individuals to act prudently and pro-
ductively in human communities without the legal per-
mission for others to take from them what they have
earned. Economists tend, in contrast, to defend it as a fea-
ture of the infrastructure by which productivity and pros-
perity is best encouraged in a society. Another support
given to the idea is that it makes it possible for individu-
als to remain sovereign and to distribute resources as they
see fit rather than others would demand.

There are innumerable objections to the right to pri-
vate property, most recently the idea that property is held
by the public at large and government merely permits
individuals to make use of it to the extent government
deems this in the public interest. For why this is a trou-
blesome view the general theory of natural rights would
need to be explored and scrutinized.

See also Civil Disobedience; Cosmopolitanism; Postcolo-
nialism; Republicanism.
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PROPOSITIONAL
ATTITUDES: ISSUES IN
SEMANTICS

Propositional attitudes like knowledge, belief, and asser-
tion play an important foundational role for semantic
theory, the goal of which is to specify the meanings of
sentences and their semantic contents relative to contexts
of utterance. Meanings are plausibly regarded as func-
tions from such contexts to semantic contents, which in
turn are closely related to the assertions made, and the
beliefs expressed, by utterances. For example, the seman-
tic content of I live in New Jersey in a context C with x as
agent and t as time is standardly taken to be the proposi-
tion that x lives in New Jersey at t. To understand the
meaning of this sentence is, to a first approximation, to
know that a competent speaker x who sincerely and
assertively utters it in C asserts, and expresses a belief in,
this proposition. Roughly put, if p is the semantic content
of S in C, then an assertive utterance of S in C is an asser-
tion of p, and is standardly taken as indicating the
speaker’s belief in p. Whether the semantic content of a
sentence is always among the propositions asserted by an
utterance of the sentence, and whether, in those cases in
which it is, the assertion of any other proposition by the
utterance is always parasitic on the assertion of the
semantic content, are matters of detail. Though impor-
tant, they do not affect the foundational point. A seman-
tic theory for a language is part of a larger theory that
interprets the assertions and beliefs of its speakers. This,
more than any other fact, allows one to subject semantic
theories to empirical test. Competent speakers of a lan-
guage are relatively good at identifying the propositions
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asserted and beliefs expressed by utterances. To the extent
to which assignments of semantic content issued by a
semantic theory lead to verifiably correct characteriza-
tions of speakers’ assertions and beliefs, the semantic
theory is confirmed; to the extent to which these assign-
ments lead to verifiably incorrect characterizations, it is
disconfirmed.

ATTITUDE ASCRIPTIONS

This point is closely related to the use of attitude ascrip-
tions

(1a) N asserted that S
(1b) N believed that S

to test different semantic analyses of S. It is convenient to
express this in terms of the relational nature of the atti-
tudes. Consider assertion. In each case of assertion there
is someone, the agent, who does the asserting, and some-
thing, the object of assertion, that is asserted. The term
proposition is used to designate things that are objects of
assertion (and other propositional attitudes) and bearers
of truth value. Assertion is a mediated relation holding
between agents and propositions. An agent asserts a
proposition p by doing something or employing some
content-bearing representation associated with p. The
most familiar cases are those in which the agent asserts a
proposition by assertively uttering a sentence.

Ascriptions like those in (2) report the assertions of
agents:

(2a) Edward asserted the proposition that Martha
denied.

(2b) Edward asserted the proposition that the Earth
is round.

(2c) Edward asserted that the Earth is round.

That in (2a) asserted is flanked by two noun phrases sug-
gests that it is a two-place predicate and that a sentence
"NP assert NP" is true if and only if the first (subject)
noun phrase designates an agent who bears the assertion
relation to the entity designated by the second (direct
object) noun phrase. This analysis also applies to (2b),
which is true if and only if Edward asserted the proposi-
tion designated by the proposition that the Earth is round.
On the assumption that this proposition is also desig-
nated by that the Earth is round, this analysis can be
extended to (2c¢), which is equivalent to (2b). Similar
remarks hold for other propositional attitude verbs,
including believe, deny, refute, and prove.

PROPOSITIONAL ATTITUDES: ISSUES IN SEMANTICS

With this in mind, one can return to the ascriptions
in (1). If, as many theorists believe, (i) "that S" in (1) des-
ignates the semantic content of S (in the context), (ii)
these ascriptions report relations between agents and
those contents, and (iii) sometimes substitution of sen-
tences with necessarily equivalent semantic contents fails
to preserve the truth values of such ascriptions, then
semantic contents must be more fine-grained than the
sets of possible world-states in which they are true. On
these assumptions substitution in such ascriptions can be
used to discriminate different but intensionally equiva-
lent semantic analyses of S.

PROPOSITIONS, POSSIBLE WORLD-
STATES, AND TRUTH SUPPORTING
CIRCUMSTANCES

This has significance for possible world semantics. In this
framework a semantic theory is a formal specification of
truth with respect to a possible context of utterance and
circumstance of evaluation. The semantic content of S in
C is the set of possible circumstances E such that S is true
with respect to C and E. Circumstances of evaluation are
traditionally identified with possible world-states—
thought of as maximally complete properties that the
world genuinely could have had. As a result, the semantic
contents of all necessarily equivalent sentences are taken
to be identical. This, plus the standard treatment of atti-
tude ascriptions as reporting relations between agents
and the semantic contents of their complement clauses,
leads to the counterintuitive prediction that substitution
of necessarily equivalent sentences in such ascriptions
never changes truth value. If one adds the apparently
obvious fact that (3a) entails (3b),

(3a) A asserts/believes that P&Q

(3b) A asserts/believes that P&A asserts/believes
that Q

one gets the further counterintuitive results (i) that any-
one who asserts or believes a proposition p asserts or
believes all necessary consequences of p, and (ii) that no
one ever asserts or believes anything necessarily false,
since to do so would involve simultaneously asserting or
believing every proposition.

In 1983 Jon Barwise and John Perry attempted to
evade these results by constructing a semantic theory in
which metaphysically possible world-states were replaced
by abstract situations—thought of as properties that need
be neither maximally complete, nor genuinely capable of
being instantiated by any parts of the world. This strategy
was shown to be unsuccessful by Scott Soames (1987),
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where it was demonstrated that variants of the problems
posed by attitude ascriptions for standard possible worlds
semantics can be re-created for any choice of truth-sup-
porting circumstances used in formal characterizations of
truth with respect to a context and a circumstance.
Robert C. Stalnaker explored a different approach in
1984. After providing a naturalistic argument that seman-
tic contents must be sets of metaphysically possible
world-states, he suggested that counterexamples could be
avoided by (i) allowing for exceptional cases in which
attitude ascriptions report relations to propositions other
than those expressed by their complement clauses, and
(ii) resisting the claim that the agent believes the con-
junction of p and q in many cases in which the agent
believes both conjuncts. These suggestions are rebutted in
later work by Mark Richard (1990) and Jeffrey Speaks
(forthcoming).

STRUCTURED PROPOSITIONS,
MILLIANISM, AND DESCRIPTIVISM

The problems posed by attitude ascriptions for possible
worlds semantics have led many theorists to characterize
the semantic content of a sentence S as a structured com-
plex the constituents of which are the semantic contents
of the semantically significant constituents of S. In
essence this was also the classical position of Gottlob
Frege (1892/1948) and Bertrand Russell (1905, 1910). A
variant of this position, growing out of the possible
worlds framework, was championed by Rudolf Carnap
(1947). For Carnap, two formulas are intensionally iso-
morphic if and only if they are constructed in syntacti-
cally the same way from constituents with the same
intensions (functions from world-states to extensions). In
effect, semantic contents of syntactically simple expres-
sions are identified with intensions, while semantic con-
tents of syntactically complex expressions are structured
complexes the constituents of which are the semantic
contents of their grammatically significant parts. This
view was criticized by Alonzo Church (1954), who argued
that semantically complex, but syntactically simple,
expressions require a stronger notion of synonymy than
sameness of intension. Church’s modification of Car-
nap—which relies on rules of sense to induce a notion of
synonymous isomorphism—is a variant of the classical
Fregean position.

In the late 1980s the assignment of structured seman-
tic contents to sentences was given a neo-Russellian twist
by David Kaplan (1986, 1989), Nathan Salmon (1986),
and Soames (1987). On the Russellian picture structured
propositions are recursively assigned to formulas, relative

to contexts and assignments of values to variables. The
semantic content of a variable v relative to an assignment
fisjust f(v), and the semantic content of a closed (directly
referential) term relative to a context C is its referent rel-
ative to C. Semantic contents of n-place predicates are
n-place properties and relations. The contents of truth-
functional operators may be taken to be truth functions,
while the semantic content of a formula "Ax [Fx] is iden-
tified with a propositional function g that assigns to any
object o the structured proposition expressed by "Fx' rel-
ative to an assignment of o to “x.” "Ix [Fx] " expresses the
structured proposition in which the property of assigning
a true proposition to at least one object is predicated of g.
In this framework the attitude ascriptions (la and 1b)
express structured semantic contents in which the rela-
tion of asserting or believing is predicated of a pair con-
sisting of an agent and the structured proposition
semantically expressed by S. The semantic theory is com-
pleted by specifying the intensions determined by struc-
tured semantic contents, including the truth conditions
of structured propositions in all possible world-states.

The signature commitment of this approach is to the
possibility of asserting and believing singular proposi-
tions—which include as constituents the very objects
they are about. On this approach to believe de re of an
object that it is F is to believe the singular proposition
about that object, which says that it is F. Sentences like
(4), involving quantifying-in, are quintessential examples
of de re belief ascriptions.

(4) There is a planet x such that when the ancients
saw x in the morning they believed that x was visible
only in the morning and when they saw x in the
evening they believed that x was visible only in the
evening.

MILLIANISM. If, as Kaplan (1989) contends, the seman-
tic contents of sentences containing indexicals are also
singular propositions, then belief ascriptions containing
indexicals in their complement clauses are also de re and
hence share the basic semantic properties of ascriptions
like (4). Salmon (1986) and Soames (2002) take this a
step further, arguing for the Millian view that the seman-
tic content of an ordinary proper name is simply its ref-
erent. One potentially problematic consequence of this
view is that since Ruth Barcan and Ruth Marcus are coref-
erential, (5a) is characterized as semantically expressing
the same proposition as (5b) and hence as having the
same semantically determined truth value, even though it
seems evident to many that it is possible to believe that
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Ruth Barcan was a modal logician without believing the
Ruth Marcus was:

(5a) John believes that Ruth Barcan was a modal
logician.

(5b) John believes that Ruth Marcus was a modal
logician.

Different Millians respond to this problem in different
ways. Salmon (1986) and David Braun (2002) argue that
the intuitions that (5a) and (5b) can differ in truth value
are mistaken because speakers tend to confuse the identi-
cal beliefs ascribed to John by these ascriptions with the
different manners of holding these beliefs associated with
their different sentential complements. Soames (2002,
2005a) argues that even though the semantic contents of
these sentences are the same, assertive utterances of them
may indeed result in assertions of propositions with dif-
ferent truth values. In “A Puzzle about Belief” (1979) Saul
Kripke takes a different tack. While neither advocating
nor denying the Millian view, he argues that substitutiv-
ity problems of the sort illustrated here are independent
of Millianism and indicate a breakdown of the basic prin-
ciples underlying our belief-reporting practices.

DESCRIPTIVISM. By contrast, descriptivists, following in
Frege’s footsteps, have wanted to assign different seman-
tic contents to the two names and hence to the comple-
ment clauses in (5a and 5b). The problem has been to
find a way of doing this that does not run afoul of
Kripke’s refutation of descriptivism in Naming and Neces-
sity (1972). One of Kripke’s arguments holds that since
names are rigid designators, their semantic contents can-
not be given by any nonrigid descriptions. This argument
is not easily avoided by rigidifying candidate descriptions.
As shown by Soames (2002), an analysis that takes the
semantic content of Aristotle to be given by "the actual F'
will, all other things being equal, identify the semantic
content of Aristotle was a philosopher with the singular
proposition (about the actual world-state @) that the
unique individual who “was F” in @ was also a philoso-
pher. Assuming that the analysis also includes the stan-
dard relational treatment of belief ascriptions, one then
gets the result that for any possible agent a and world-
state w, 'x believes that Aristotle was a philosopher” will
be true of a with respect to w only if in w a believes that
the unique individual who “was F” in @ [not w] was also
a philosopher. Since this is obviously incorrect, names
can neither be nonrigid descriptions, nor descriptions
rigidified using the actuality operator.

PROPOSITIONAL ATTITUDES: ISSUES IN SEMANTICS

What about descriptions rigidified using Kaplan’s
dthat operator? Even if, contra Kripke, a correct refer-
ence-fixing description "the x: Dx' could be found for
each name, the semantic content of "dthat [the x: Dx]”
would simply be its referent, in which case the descrip-
tivist would be saddled with precisely the Millian predic-
tions about attitude ascriptions that the theory was
designed to avoid. One possible response, suggested by
David Chalmers (2002), is, in effect, to take a belief
ascription "a believes that S™ to report that the belief rela-
tion holds between the agent and pair consisting of the
semantic content of S (in the context) and the meaning
(function from contexts to such contents) of S. However,
now a different problem arises. To avoid Kripke’s non-
modal arguments against familiar candidates for refer-
ence-fixing descriptions, post-Kripkean descriptivists
have had to resort to egocentric, metalinguistic descrip-
tions of the sort the individual I have heard of under the
name “n” Although this move assigns different objects of
belief to the complement clauses of (5a) and (5b), it does
not solve the problem. The point, after all, is not simply
to assign different belief objects in these cases, but to
explain the different information one gathers about John
from utterances of (5a) and (5b). As Soames (2005b)
argues in Reference and Description: The Case against
Two-Dimensionalism (2005), it is hard to see how these
egocentric, metalinguistic descriptions could, realistically,
contribute to this.

DAVIDSON’S LINGUISTIC VIEW

A different approach to problems involving substitutivity
is to take ascriptions "x says/asserts/believes that S' as
reporting relations either to S itself, or to a complex in
which S is paired with its semantic content. Either way,
since substitution of one expression for another in S
always produces a new complement S, attitude ascrip-
tions that differ in this way always report relations to dif-
ferent objects, whether or not the semantic contents of S
and S are the same. This encourages the thought that
such ascriptions can always differ in truth value.

An early and influential version of this approach was
developed by Donald Davidson (1968-1969), who argued
that (6a) should be understood on the model of (6b), in
which that is treated as a demonstrative, utterances of
which refer to utterances of the independent sentence
that follows it:

(6a) Galileo said that the Earth moves.

(6b) Galileo said that. The Earth moves.
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On this analysis what is said by an assertive utterance u of
(6a) is that one of Galileo’s utterances stands in, as David-
son puts it, the samesaying relation to the subutterance u*
of the Earth moves. Although this analysis promised a
simple way of capturing the logic of attitude ascriptions,
it foundered on certain recalcitrant facts, including the
fact that some ascriptions, like Every mother said that her
son was lovable, cannot be broken up into separate and
independent sentences in the manner of (6b) and the fact
that the assertion made by an utterance of (6a) could
have been true even if the subutterance u* had never
existed, indicating that the Davidsonian truth conditions
are incorrect.

LATER LINGUISTIC AND
REPRESENTATIONALIST VIEWS

Beginning in the 1990s improvements of Davidson’s idea,
including, most notably, that of Richard Larson and Peter
Ludlow (1993), avoid these difficulties by dispensing with
utterances and by treating attitude ascriptions as report-
ing relations between agents and the interpreted logical
forms of their sentential complements. These are
abstract, syntax-encoding structures that contain both
the expressions occurring in sentences and their referen-
tial contents. Abstracting, one has here a version of the
structured propositions approach in which linguistic
expressions are included in the propositions sentences
express. Although this version has potential virtues, it
shares a crucial problem with Davidson’s original analy-
sis. Just as Davidson’s silence about the intension of the
samesaying relation prevented his theory from making
any predictions about when (if ever) substitution of
coreferential names or indexicals in a says that ascription
changes truth value, so Larson and Ludlow’s silence about
the intension of the belief relation, alleged to hold
between agents and interpreted logical forms, prevents
their theory from making any predications about similar
substitution in belief ascriptions (see Soames 2002). Since
some such substitution clearly does preserve truth value,
the problem is a daunting one.

Arguably, the most sophisticated approach of this
general type is Richard’s (1990), which combines context-
sensitivity with linguistically augmented, structured Rus-
sellian propositions. For Richard, a belief ascription "x
believes that S, used in a context C, is true of an agent a
if a accepts some sentence S’ with the same Russellian
content in a’s context as S has in C, while being similar
enough to S to satisfy the belief-reporting standards in C.
As indicated by Soames (2002), the evaluation of this
view crucially depends on identifying similarity stan-

dards present in contexts and assessing their impact.
Although there are certain evident problems here, opin-
ions of their import vary. Finally, a different sort of con-
text-sensitive view, advocated by Mark Crimmins and
John Perry (1989), takes belief ascriptions to report that
an agent believes a structured, Russellian proposition by
virtue of having ideas of a certain sort—where these are
mental particulars in the mind of the agent that are either
implicitly demonstrated, or implicitly characterized as
being of a certain type, by the one uttering the ascription.
This view is usefully criticized by Jennifer Saul (1993).

EXTENSION: INTENSIONAL
“TRANSITIVE” VERBS

Example (2a), in which assert occurs as an ordinary tran-
sitive verb operating on the extensions of its noun-phrase
arguments, shows that not all attitude ascriptions contain
sentential clauses. The examples in (7) show that there are
also verbs, the grammatical objects of which are not
overtly clausal, which are intensional in nature:

(7a) John wants a perpetual motion machine.
(7b) John is looking for the fountain of youth.
(7¢) John imagined a room full of unicorns.

(7d) John worships many gods.

The relationship between these examples and ordinary
propositional attitude ascriptions is a matter of ongoing
investigation. How is it that (7a to 7d) can be true even
though there are apparently no real entities described by
their postverbal arguments? Are some or all these sen-
tences covertly clausal? For example, are (7a) and (7b) to
be assimilated to (8a) and (8b)?

(8a) John wants it to be the case that he has a per-
petual motion machine.

(8b) John is trying to bring it about that he finds the
fountain of youth.

These and related questions have been discussed by
philosophical logicians and linguistic semanticists
including Richard Montague (1974), Graeme Forbes
(2000), Richard (1998), and Marcel den Dikken, Larson,
and Ludlow (1997).

See also Intensional Transitive Verbs.
Bibliography

Barwise, John, and John Perry. Situations and Attitudes.
Cambridge, MA: MIT Press, 1983.

ENCYCLOPEDIA OF PHILOSOPHY

78 2nd edition



PROPOSITIONAL ATTITUDES: ISSUES IN THE PHILOSOPHY OF MIND AND PSYCHOLOGY

Braun, David. “Cognitive Significance, Attitude Ascriptions,
and Ways of Believing Propositions.” Philosophical Studies
108 (2002): 65-81.

Carnap, Rudolf. Meaning and Necessity. Chicago: University of
Chicago Press, 1947.

Chalmers, David. “The Components of Content.” In The
Philosophy of Mind: Classical and Contemporary Readings.
New York: Oxford University Press, 2002.

Church, Alonzo. “Intensional Isomorphism and Identity of
Belief” Philosophical Studies 5 (1954): 65-73.

Crimmins, Mark, and John Perry. “The Prince and the Phone
Booth: Reporting Puzzling Beliefs.” Journal of Philosophy 86
(1989): 685-711.

Davidson, Donald. “On Saying That.” Synthese 19 (1968—1969):
130-146.

Dikken, Marcel den, Richard Larson, and Peter Ludlow.
“Intensional ‘Transitive’ Verbs and Concealed Complement
Clauses.” In Readings in the Philosophy of Language, edited
by Peter Ludlow, 1041-1053. Cambridge, MA: MIT Press,
1997.

Forbes, Graeme. “Objectual Attitudes.” Linguistics and
Philosophy 23 (2000): 141-183.

Frege, Gottlob. “On Sense and Reference.” Zeitschrift fur
Philosophie und philosophische Kritik 100 (1892): 25-50;
translated by Max Black. Philosophical Review 57 (1948):
207-230.

Kaplan, David. “Demonstratives.” In Themes from Kaplan,
edited by Joseph Almog, John Perry, and Howard Wettstein.
New York: Oxford University Press, 1989.

Kaplan, David. “Opacity.” In The Philosophy of W. V. Quine,
edited by Lewis Edwin Hahn and Paul Arthur Schilpp. La
Salle, IL: Open Court, 1986.

Kripke, Saul. Naming and Necessity. Cambridge, MA: Harvard
University Press, 1980; originally published in Semantics of
Natural Language, edited by Donald Davidson and Gilbert
Harman. Dordrecht, Netherlands: Reidel, 1972.

Kripke, Saul. “A Puzzle about Belief.” In Meaning and Use:
Papers Presented at the Second Jerusalem Philosophical
Encounter, April 1976, edited by Avishai Margalit. Dordrecht,
Netherlands: Reidel, 1979.

Larson, Richard, and Peter Ludlow. “Interpreted Logical
Forms.” Synthese 95 (1993): 305-356.

Montague, Richard. Formal Philosophy, edited by Richmond H.
Thomason. New Haven, CT: Yale University Press, 1974.

Richard, Mark. “Commitment.” Philosophical Perspectives 12
(1998): 255-281.

Richard, Mark. Propositional Attitudes: An Essay on Thoughts
and How We Ascribe Them. Cambridge, U.K.: Cambridge
University Press, 1990.

Russell, Bertrand. “Knowledge by Acquaintance and
Knowledge by Description.” Proceedings of the Aristotelian
Society 11 (1910): 108-128.

Russell, Bertrand. “On Denoting.” Mind 14 (1905): 479-493.

Salmon, Nathan. Frege’s Puzzle. Cambridge, MA: MIT Press,
1986.

Saul, Jennifer. “Still an Attitude Problem.” Linguistics and
Philosophy 16 (1993): 423-435.

Soames, Scott. Beyond Rigidity: The Unfinished Semantic
Agenda of Naming and Necessity. New York: Oxford
University Press, 2002.

Soames, Scott. “Direct Reference, Propositional Attitudes, and
Semantic Content.” Philosophical Topics 15 (1) (1987):
47-87.

Soames, Scott. “Naming and Asserting.” In Semantics vs.
Pragmatics, edited by Zoltan Gendler Szabd. New York:
Oxford University Press, 2005a.

Soames, Scott. Reference and Description: The Case against
Two-Dimensionalism. Princeton, NJ: Princeton University
Press, 2005b.

Speaks, Jeffrey. “The Priority of Belief: Stalnaker on

»

Intentionality.” “Is Mental Content Prior to Linguistic
Meaning?” Nous. Forthcoming.

Stalnaker, Robert C. Inquiry. Cambridge, MA: MIT Press, 1984.
Scott Soames (2005)

PROPOSITIONAL
ATTITUDES: ISSUES IN THE
PHILOSOPHY OF MIND
AND PSYCHOLOGY

This entry aims to characterize the philosophical issues
surrounding the propositional attitudes. Particular atten-
tion is paid to the arguments philosophers have brought
to bear when discussing the existence and nature of the
attitudes.

SUBJECT MATTER AND
PHILOSOPHICAL METHODOLOGY

Discussions of the nature of mind typically distinguish
between two fundamental kinds of mental states or prop-
erties. One kind of mental state or property involves
states that are qualitative in nature: Examples include raw
feels, sensations, tickles, and pains. The other kind of
mental state or property involves states that are content-
ful in nature, “pointing to” or “representing” things
beyond themselves: Examples include thoughts, desires,
fears, and intentions. This distinction is not unproblem-
atic, since it is not clear whether these two categories
exhaust the domain of the mental, nor is it clear whether
they are mutually exclusive. However, most philosophers
of mind accept that there is some important distinction
in this region. Propositional attitudes are often cited as
the paradigmatic example of the latter kind of mental
state.

As their name indicates, the propositional attitudes
are attitudes—cognitive relations such as belief, desire,
fear, hope—that a subject bears to what are typically
(though not uncontroversially) taken to be propositions.
The attitudinal component of a propositional attitude is
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a matter of how a particular proposition is being taken:
Thus Sally can believe that it will rain, hope that it will
rain, fear that it will rain, and so forth. In each case the
proposition that is the content of her attitude, that it will
rain, is the same; what differs is how this proposition is
being taken by Sally (believed in, hoped for, or feared). Of
course, one and the same attitude can be taken towards
different propositions: Thus Sam can believe that the
Yankees are a great baseball team, believe that Atlanta is
hot and muggy, believe that the office of the U.S. presi-
dency has been demeaned, and so forth. In each case
Sam’s attitude is the same (belief), what differs is the
propositions he believes.

A good deal of the attention philosophers have given
to the propositional attitudes is devoted to analyzing the
sentences used to ascribe the attitudes. Examples of such
attitude-ascribing sentences include “Jones believes that
it’s raining,” “Smith worries that State University’s soccer
team will lose,” and “McSorley wants State University’s
soccer team to lose” Indeed, the very idea that proposi-
tional attitudes are cognitive relations that subjects bear
to propositions (a variant of which is defended in Jerry
Fodor’s 1978 article, “Propositional Attitudes”) is
advanced on the basis of the surface grammar of the sen-
tences used to ascribe the attitudes. Thus “Jones believes
that it’s raining” is naturally read as saying, of Jones (the
reference of “Jones”), that he bears the belief-relation (=
the reference of “believes”) to the proposition that it’s
raining (= the reference of “that it’s raining”). Even sen-
tences such as “McSorley wants State University’s soccer
team to lose,” which do not appear to refer to a proposi-
tion at all, can be translated (admittedly with some awk-
wardness) into equivalent sentences that do, or at least
appear to, make such a reference: “McSorley wants it to be
the case that State University’s soccer team loses.” Admit-
tedly, though, such a propositionalist formulation may
not be possible in all cases of attitude-ascribing sentences.
Consider “Williams fears bats” or “Simon loves ice
cream.”

Whatever their ultimate nature (more on which
below), the propositional attitudes themselves have been
thought to be extremely important for the study of
human behavior. This is seen when we consider how we
go about explaining our own and others’ behavior in
those cases in which the behavior is taken to be inten-
tional (falling in the domain of human action). In such
cases, we explain the behavior as the effect of the subject’s
propositional attitudes. Thus it seems natural to explain
why McSorley walked to the refrigerator in terms of her
desire for cold water and her belief that cold water is to be

found there; or to explain why Jackson ran away by citing
his belief that a dangerous lion was coming his way and
his desire not to get attacked. Explanations of this belief-
desire sort are used by ordinary folk as we go about try-
ing to predict and explain the actions of our fellows in
everyday circumstances.

One philosophical question that arises in this con-
nection concerns the status of such explanations. Sup-
pose, as many philosophers do, that these explanations
are sometimes true. What sort of explanation do they
offer? Perhaps everyone can agree that they are rationaliz-
ing explanations, depicting the action in question as
rational in light of the subject’s corpus of beliefs and
desires. But some philosophers hold that, in addition to
rationalizing the behavior in question, they also provide a
causal explanation of it (see Davidson 1963). If so, then
the sort of psychology that appeals to the ordinary “folk”
explanations of action—what has been termed folk psy-
chology—can take its place beside other sciences that seek
to characterize the world’s causal nexus.

It is noteworthy that the causal-explanatory perspec-
tive provides an alternative approach to the nature of the
attitudes, one that differs from the approach involving
the analysis of attitude-ascribing sentences. Where the
sententialist approach (as we might call it) assumes that
we can understand the attitudes by making sense of our
talkabout them, the causal-explanatory approach begins
by assuming that, whatever their ultimate nature, the
propositional attitudes are the causal springs of human
action. Taking the latter approach leads one to conceive of
the attitudes as whatever plays the relevant causal role in
the production of action. Of course, the two approaches
might well be complementary: What one learns about the
attitudes from analyzing attitude-ascribing sentences
might be compatible with (and supplement) what one
learns about the attitudes by thinking about them as the
causal basis of action. (Indeed, the desire to secure the
compatibility of the sententialist approach and the
causal-explanatory approach appears to be a core motiva-
tion behind Fodor’s 1975 hypothesis in Language of
Thought, according to which propositional attitudes are
tokenings of language-like mental symbols in the brain.)
But it is also possible that the sententialist and causal-
explanatory approaches will turn out to be in tension,
with each one yielding some conclusions not sanctioned
by, or perhaps even in conflict with, the other. Settling
such a matter is perhaps the main burden of philosophi-
cal reflection on the nature of the propositional attitudes.
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THE NATURE OF THE CONTENTS OF
THE ATTITUDES

Common to both the sententialist and the causal-
explanatory approaches to the propositional attitudes is
the idea that the attitudes are contentful mental states. As
mental states they are about things, typically objects and
properties from the nonmental environment. Take
Sanchez’s belief that his grandmother smothers him with
kisses. This belief is about his grandmother, him, and the
property of smothering with kisses. This aspect of the
propositional attitudes—their being about worldly states
of affairs—raises a number of interesting and related
philosophical issues. How does something (such as a
mental state like Sanchez’s belief) come to be about
another thing (such as Sanchez’s grandmother) in the
first place? What determines what a mental state is about?
How does the “aboutness” of mental states relate to other
forms of “aboutness”? And finally, what can be said about
cases in which a mental state is “about” something that
does not really exist—unicorns, for example?

Philosophers have introduced the term “intentional-
ity” to designate the domain of aboutness itself. In speak-
ing of mental states as about the world, we are speaking
of their intentional properties, just as in speaking of, for
example, the sentence “Morty Morris has a big red wart
on his nose” as about Morty Morris’s big red nose wart,
we are speaking of the sentence’s intentional properties.
Such properties are also called semantic properties: Both
mental states and sentences—and arguably pictures,
maps, models, and perhaps other things as well—have
such properties. When something, such as a mental state
or a sentence, has intentional or semantic properties, and
so is about something, we can speak of what the state is
about as the content of that state. Talk of the content of a
mental state is to be understood in terms of what the
mental state represents as the case. So Sanchez’s belief has
a content, which is what that belief represents to be the
case: namely, that his grandmother smothers him with
kisses.

It is noteworthy that a belief can represent something
that is not the case. Suppose that Sanchez’s grandmother
does not, in fact, smother him with kisses (it’s all “in his
head,” so to speak). Then, supposing there is an inventory
of all of the facts that make up our world, we would not
find in this inventory any fact to the effect that Sanchez’s
grandmother smothers him with kisses. In short, there is
no fact that is represented by his belief. But then what is
this shadowy thing we are calling the content of his belief,
that which his belief represents to be the case? Above we
called this content a “proposition,” and we can now see

the attraction of the view that the content of an attitude
is a proposition. For although it is hard to say exactly
what propositions are, we can say at least this much: The
existence of a given proposition does not depend on the
existence of the corresponding fact that would make the
proposition true. That is, there can be false propositions.
Given that Sanchez’s grandmother is not as Sanchez’s
belief depicts her, the proposition that is the content of
Sanchez’s belief is itself a false proposition.

The postulation of the proposition as the content of
the attitudes raises a bundle of related metaphysical ques-
tions. What is the nature of propositions? (Is it essentially
a linguistic entity? an abstract one? a mental one?) Do
propositions have parts, and if so, what is the nature of
those parts? Here we focus on a question bearing more
directly on the philosophy of mind: How do proposi-
tional attitudes come to have the propositional content
they have? More concretely, what makes Sanchez’s belief a
belief about his grandmother, and not, say, about ice
cream sundaes or pink elephants or any of an infinite
number of other things? Let us address this by asking
which facts fix the content of his belief: Which facts are
such that, if you fix them, then, no matter what else is
going on in the universe, you have fixed the content of his
belief that his grandmother smothers him with kisses? A
natural first guess would be that the facts in question are
facts regarding the mental image(s) in Sanchez’s mind at
the time that he calls this belief to mind. On such a view,
once we fix the mental image(s) “in” his mind, we have
fixed what his belief is about.

But this cannot be quite right. First, mental images
do not appear to have the right sort of specificity to fix
the content of the propositional attitudes. To see this,
imagine a scenario in which Sanchez’s grandmother has
an identical twin, from whom the grandmother herself is
indistinguishable, but whom Sanchez has never met or
otherwise heard of. Then the image in Sanchez’s mind
“fits” his grandmother’s twin as much as it “fits” his
grandmother. But it seems implausible to think that his
belief is about the twin, for he has never met or heard of
her. Second, in addition to not having the right sort of
specificity, mental images are too unstable and subjective
to fix the contents of one’s attitudes. This is clearest in
cases in which the subject matter of the attitude is an
abstract one. Precisely what image goes before your mind
when you call forth your belief that 1+1=2? And what
image is before your mind when you believe that space is
(or is not) infinite? Will it be true that any two people
who believe e.g. that 1+1=2 will have the same type of
image before their minds? Presumably not. But then how
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does the image fix the content of their belief? It seems that
what they have in common, in virtue of which they both
count as believing that 1+1=2, is something other than a
particular type of image.

And the same point can be made even in cases in
which the subject matter of the attitude is not abstract.
Take Roger’s belief that Morty Morris has a big red wart
on his nose. Since Morty Morris is Roger’s best friend,
Roger has a vivid mental image of Morty (wart and all).
But Mathilde, who (having been told by Roger) also
believes that Morty Morris has a big red wart on his nose,
has never met Morty, and therefore has no such image.
Again it seems that what Roger and Mathilde have in
common, in virtue of which they both count as believing
that Morty Morris has a big red wart on his nose, is some-
thing other than a particular type of mental image in
mind.

These arguments (and the examples on which they
are based) raise a host of issues regarding how proposi-
tional attitudes come to have the propositional content
they have. Consider first the relation between such con-
tents and the environment in which one lives and inter-
acts. One plausible account of why Sanchez’s belief is
about his grandmother, rather than her identical twin, is
that his belief was caused and sustained by activities
involving one woman and not the other. So it can seem
that interaction with one’s environment is relevant to the
determination of the contents of one’s attitudes. Next
consider the relationship between language and the con-
tent of the attitudes. Recalling that mental images are too
unstable and subjective to fix the contents of attitudes, we
might ask: Precisely what do Roger and Mathilde have in
common, in virtue of which they both count as believing
that Morty Morris has a big red wart on his nose? At least
part (but only part!) of the answer is that they are both
disposed to accept and assert a sentence that means that
Morty Morris has a big red wart on his nose. Perhaps,
then, among the facts that fix the content of one’s atti-
tudes we must include facts regarding the meanings of
one’s words.

These conclusions highlight one of the bigger con-
troversies in the theory of content. In particular, we have
seen at least three types of fact that might be regarded as
relevant to fixing the content of one’s attitudes. We
started off with the suggestion that facts regarding the
subject’s mental images fix the content of her attitudes,
but we moved quickly to include facts regarding causal
history and then on to facts regarding the meanings of
one’s words. These correspond roughly to three distinct

theoretical options available with respect to the sort of
facts needed to fix the content of one’s attitudes.

Content internalism is the view that the only facts
needed to fix the content of a subject’s attitudes are facts
that do not presuppose the existence of anything beyond
the subject herself. The view with which we started,
according to which the facts regarding the subject’s men-
tal images fix the contents of her attitudes, is one version
of content internalism. But the content internalist can
allow other sorts of facts, so long as these do not presup-
pose the existence of anything beyond the subject herself;
and the most plausible versions of content internalism
(for which see Searle 1983) include facts about the indi-
vidual’s use of language, where the meanings of her words
are not thought to depend on the existence of anything
beyond the subject herself. Of the various arguments for
content internalism, one of the most influential is what
we might call the argument from “intentional inexis-
tence.” Consider, to begin, that one can form a belief
which is “about” something that does not exist—as with
Ponce de Leon’s belief that the Fountain of Youth is in
Florida, or Roger’s belief that the largest natural number
is even. What is more, it would seem possible (though of
course highly unlikely) that none of our beliefs succeed in
being about any existing thing: Perhaps you are suffering
an eternal and systematic hallucination in a world con-
taining nothing but your own mind! But in that case,
although your beliefs remain the same (or so it might
seem), there are no worldly objects for them to be
“about.” This suggests that the “aboutness” properties of
beliefs should be understood in such a way as not to pre-
suppose the existence of anything beyond the thinking
subject.

Many philosophers, unconvinced by this sort of
argument, have thought that the internalist view is too
restrictive in the set of facts it regards as relevant to fix-
ing the content of the attitudes. A second view, content
individualism, expands the set of content-fixing facts to
include not just the facts allowed by the content inter-
nalist, but also any facts regarding the thinker’s own
causal history. (See Davidson 1984 and 2001 for an
example of a view that combines content externalism,
which is the denial of content internalism, with content
individualism.) Although the cost of moving from inter-
nalism to individualism is that of having to rebut the
argument from intentional inexistence—something that
forces the individualist to come up with an account of
beliefs “about” non-existent “objects”—the payoff of
making this move can be made clear in connection with
the following development of Sanchez’s case. Sanchez
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has an identical twin, Twin-Sanchez, separated from
Sanchez from birth. Twin-Sanchez has interacted only
with twin-granny, the identical twin of Sanchez’s grand-
mother. Further, the course of experience Sanchez has
with his grandmother is internally indistinguishable
from the course of experience Twin-Sanchez has with
twin-granny. So, for example, at the very moment
Sanchez sees his grandmother wearing a lovely purple
vest and making waving motions as she smiles, Twin-
Sanchez sees twin-granny wearing an indistinguishable
lovely purple vest making waving motions as she smiles;
at the very moment Sanchez hears his grandmother
singing a lovely melody, Twin-Sanchez hears twin-
granny singing an indistinguishable lovely melody; and
so forth through time. At one point each of the Sanchez
twins, admiring the grandmother in his presence, forms
a belief he would express with, “She has a wonderful
voice” The natural view is that the contents of their
beliefs differ: Sanchez’s belief represents his grand-
mother (not twin-granny) as having a wonderful voice,
whereas twin-Sanchez’s belief represents twin-granny
(not granny) as having a wonderful voice.

The content individualist can easily accommodate
this natural view, as the difference in content can be fixed
by the facts regarding each twins’ causal history (with dis-
tinct grannies). The content internalist, by contrast, will
have trouble accepting the natural view: Since the twins’
course of experiences are internalistically indistinguish-
able, there will be some pressure on the content internal-
ist to treat the twins as having beliefs with the very same
content. (See Searle 1983 for an attempt by an internalist
to avoid this conclusion.)

But if the content individualist has this virtue over
the internalist, some philosophers have felt that individu-
alism does not go far enough. A third position, which we
might designate as content anti-individualism, is still
more liberal in the range of facts it regards as relevant to
fixing the content of a subject’s attitudes. As its name sug-
gests, content anti-individualism is the denial of content
individualism. But it is helpful to see why a theorist might
deny that “individualistic” facts suffice to fix the content
of a subject’s attitudes. The controversy has to do with the
role of language in fixing the content of the attitudes. In
one sense, it is uncontroversial that the meaning of one’s
words determines the contents of the attitudes one
expresses with those words. The controversial matter
regards what determines the meaning of one’s words. The
individualist maintains that no facts beyond those
regarding the individual speaker herself—the conditions
under which she uses her words, how she herself expli-

cates their meanings—are needed to fix the meaning of
her words; whereas the anti-individualist maintains that
these “individualistic” facts do not suffice to fix the mean-
ings of her words. The insight (or alleged insight) behind
anti-individualism is that individual language users typi-
cally defer to, and take themselves to be answerable to,
public standards of correct usage. Such standards are not
typically fixed by the individual’s own word usage or
meaning-explications, but instead are fixed by the usage
of other speakers (Kripke 1972) and the meaning-expli-
cating practices of the relevant experts in her linguistic
community (Putnam 1975 and Burge 1979).

Interestingly, the sententialist and causal-explana-
tory approaches to the attitudes bear on the debate
regarding the nature of mental content. For example,
among the reasons offered in defense of anti-individual-
ism, Burge notes in “Individualism and the Mental”
(1979) that variations in public standards for the correct
use of a word lead to differences in the belief-attributing
sentences that would be used to report a subject’s beliefs.
And among the reasons offered in defense of content
internalism are considerations pertaining to the internal
basis of mental causes (for which see Fodor 1980).
Although neither argument is decisive, each suggests the
core motivations for and potential liabilities of the vari-
ous positions on mental content.

THE METAPHYSICS OF THE
ATTITUDES: VERSIONS OF
MATERIALISM

The question regarding the nature of mental content can-
not be addressed in isolation from what we might call the
metaphysics of the attitudes. What is the nature of the
states and properties dubbed “the propositional atti-
tudes”? How do such states and properties relate to the
thinker’s bodily states and properties? These questions, of
course, force us to confront a particular version of the
notorious mind-body problem.

The positions that can be taken on the relation
between a subject’s propositional attitudes and her bodily
states and properties correspond to positions familiar
from the general mind-body problem. Attitude dualism
holds that propositional attitudes are immaterial states or
properties of thinking subjects. But as with dualism gen-
erally, attitude dualism runs into trouble in connection
with the causal role that the attitudes are thought to play:
How do immaterial states or properties affect a subject’s
body? Most contemporary philosophers take some ver-
sion of this problem to be decisive against dualism. And
of these most go on to endorse materialism, according to
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which all of the objects and properties of our world are
material in nature. So we will restrict our discussion
accordingly.

Among materialist views we can begin with the view
known as philosophical behaviorism, according to which
the so-called propositional attitudes really are nothing
other than complex behavioral dispositions. Philosophi-
cal behaviorism itself (unlike psychological behaviorism)
was originally motivated by the verification theory of
meaning, according to which the meaning of a sentence
consists in the conditions whose obtaining would verify
the sentence (establish its truth). Since sentences such as
“John believes that it’s raining” are typically regarded as
true or false in virtue of observable behavior (e.g., John’s
uttering “It’s raining!,” carrying an umbrella with him,
putting on galoshes, and so forth), the result of applying
the verification theory of meaning to attitude-ascribing
sentences is that each such sentence is to be regarded as
equivalent in meaning to a “behavioral translation,” a
much longer sentence describing all of the behaviors and
behavioral dispositions whose presence would verify the
original sentence (see e.g. Ryle 1949). However, this view
faces two obvious and devastating difficulties.

First, as noted in Putnam “Brains and Behavior”
(1965), the view is either false or unacceptably circular. It
is false if the translation of the target sentence (“John
believes that it’s raining”) fails to capture all of the condi-
tions whose presence would be taken as evidence for the
truth of that sentence. But in order to avoid falsity on this
score, the translation will need to make reference to other
attitudes the subject has: For example, John’s uttering “It’s
raining!” counts for the truth of “John believes that it is
raining” only if he is speaking sincerely and believes that
“It’s raining” means that it’s raining; John’s taking an
umbrella with him (or putting galoshes on) counts for
the truth of “John believes that it’s raining” only if he
desires not to get wet and believes that the umbrella
(galoshes) will prevent him from getting wet; and so
forth. In fact, it would appear that the connection
between attitudes and behavior invariably involves other
attitudes in this way. But in that case, any attempt to
translate a target attitude-ascribing sentence will yield
a translation which itself contains mention of other
attitudes. On pain of circularity, these latter attitude-
ascribing components in the translation must also be
translated. But then the problem begins again, and the
whole approach appears doomed to an unacceptable sort
of circularity.

Nor is this philosophical behaviorism’s only prob-
lem. A second objection is that philosophical behaviorism

surrenders the idea of propositional attitudes as the causes
of behavior. Consider: that a sugar cube dissolves in water
is the basis for regarding it as water-soluble; so it would
be an empty explanation to regard its solubility in water
as the cause of its dissolving on a particular occasion.
(Compare the doctor spoofed in Moliere’s play La malade
imaginaire: He explained the sleep-producing character
of a particular drug to its having a “dormative virtue.”)
Similarly, if beliefs and desires are dispositions to act,
then it would be an empty explanation indeed to regard
beliefs and desires as the causes of action.

Given the failure of philosophical behaviorism, the
desire to preserve the causal profile of the propositional
attitudes within a materialist framework provided the
main motivation behind identity theory. Recognizing the
role of the attitudes as the causes of intelligent behavior,
early identity theorists used the fact (or what they
regarded as the fact) that the causes of intelligent behav-
ior are to be found in the states and processes of the cen-
tral nervous system, to conclude that the propositional
attitudes are identical to those states and processes of the
central nervous system. (For an early formulation of
identity theory, albeit in connection with sensory rather
than contentful states, see Smart 1962.) The proposed
identity was between property-types: An “attitudinal”
property-type (such as the property of believing that it is
raining) was held to be identical to a property-type
instantiated by the central nervous system (such as the
property of having such-and-such a pattern of neural acti-
vation in this-or-that region of the brain). But this gave rise
to an objection from the so-called multiple-realizability
of mental states (Putnam 1967): On the assumption that
creatures whose underlying neurophysiology is very dif-
ferent from our own might nevertheless be regarded as
being the subjects of attitudes, such type-identity claims
were much too strong.

Such an objection to type-identity theory acquired
additional force in light of the development of sophisti-
cated forms of artificial intelligence. Alan Turing’s
famous “Turing Test” (1950) taught that a system was to
be regarded as “intelligent” so long as it behaved in a way
that would lead those with whom it interacted to regard
it as intelligent. The implicit idea was that any system
with the right sort of functional complexity—as seen in its
capacity to acquire and process information from its
environment and to use this information to guide its sub-
sequent actions—was to be regarded as intelligent (and
hence, given some plausible assumptions, as a subject of
the propositional attitudes). The result was what is per-
haps the most widely accepted view of the metaphysics of
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the attitudes: functionalism. According to the functional-
ist, propositional attitudes are best characterized by their
functional or causal profile. So just as it would be a mis-
take to identify the property of being a carburetor with the
property of being made of metal and shaped in such-and-
such a way—surely being a carburetor is more a matter of
function rather than material—so too it would be a mis-
take to identify the property of believing that it is raining
with some particular property of the body. Rather, a sub-
ject has this property, and so counts as believing that it is
raining, when the subject is in a state with a certain func-
tional or causal profile—one that is caused in certain
characteristic sorts of ways (e.g., seeing rain) and inter-
acts with other functionally defined states to bring about
certain effects (e.g., producing utterances of “It’s rain-
ing!,” movements to retrieve the umbrella when leaving,
and so forth).

According to the functionalist, the first task in con-
nection with the metaphysics of the attitudes is to specify
the functional role corresponding to each distinct atti-
tude. Once that task is completed, the functionalist
philosopher can then pass on to empirical investigation
the task of identifying what particular physical property
realizes that functional role in a given system. (Compare:
Once the functional role of a carburetor has been speci-
fied, we can go on and ask which feature of a particular
car realizes that role.) Such a view is often advanced as
part of a “computational” theory of the attitudes, accord-
ing to which the functional role of particular mental
states is best understood in information-processing
terms. So formulated, functionalism, as shown by A.
Newell (1980) and David Marr (1982), has been popular
not only in the philosophy of mind but also in traditional
cognitive science.

Of course, having specified what we take to be the
functional role of a particular attitude-type (say, the
belief that it is raining), there is no guarantee that there
will be any state or property of the body or the central
nervous system playing that role. Perhaps the very idea
that there is a state playing that role is itself part of a mis-
taken theory of the mind, one whose fundamental postu-
lates (beliefs, desires, and so forth) are as misguided as
was the postulation of witches and other spiritual entities
by misguided theorists of earlier ages. A number of
philosophers, such as P. Churchland (1981), have begun
to express such misgivings, arguing that the account of
mind which postulates propositional attitudes is part of a
“worm-eaten myth” that will be replaced as brain science
progresses. Such a view, known as eliminative material-
ism, is perhaps the starkest version of materialism there

is, as it combines a general commitment to materialism
with the view that there is nothing in the material world
that answers to what we take the propositional attitudes
to be. Though clearly radical, such a view has challenged
mainstream theorists to further clarify what is at issue in
the debate over the propositional attitudes.

See also Belief; Belief Attributions; Content, Mental;
Intentionality; Language of Thought.
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PROPOSITIONAL
KNOWLEDGE, DEFINITION
OF

The traditional “definition of propositional knowledge,”
emerging from Plato’s Meno and Theaetetus, proposes
that such knowledge—knowledge that something is the
case—has three essential components. These components
are identified by the view that knowledge is justified true
belief. Knowledge, according to the traditional definition,
is belief of a special kind, belief that satisfies two neces-
sary conditions: (1) the truth of what is believed and (2)
the justification of what is believed. While offering vari-
ous accounts of the belief condition, the truth condition,
and the justification condition for knowledge, many
philosophers have held that those three conditions are
individually necessary and jointly sufficient for proposi-
tional knowledge.

The belief condition requires that one accept, in
some manner, any proposition one genuinely knows. This
condition thus relates one psychologically to what one
knows. It precludes that one knows a proposition while
failing to accept that proposition. Some contemporary
philosophers reject the belief condition for knowledge,
contending that it requires a kind of mentalistic repre-
sentation absent from many cases of genuine knowledge.
Some other contemporary philosophers endorse the
belief condition but deny that it requires actual assent to
a proposition. They propose that, given the belief condi-
tion, a knower need only be disposed to assent to a
proposition. Still other philosophers hold that the kind of
belief essential to propositional knowledge requires
assent to a known proposition, even if the assent need not
be current or ongoing. The traditional belief condition is
neutral on the exact conditions for belief and for the
objects of belief.

The truth condition requires that genuine proposi-
tional knowledge be factual, that it represent what is actu-
ally the case. This condition precludes, for example, that
astronomers before Nicolas Copernicus knew that Earth
is flat. Those astronomers may have believed—even justi-
fiably believed—that Earth is flat, as neither belief nor

justifiable belief requires truth. Given the truth condition,
however, propositional knowledge without truth is
impossible. Some contemporary philosophers reject the
truth condition for knowledge, but they are a small
minority. Proponents of the truth condition fail to agree
on the exact conditions for the kind of truth essential to
knowledge. Competing approaches to truth include cor-
respondence, coherence, semantic, and redundancy theo-
ries, where the latter theories individually admit of
variations. The truth condition for knowledge, generally
formulated, does not aim to offer an exact account of
truth.

The justification condition for propositional knowl-
edge guarantees that such knowledge is not simply true
belief. A true belief may stem just from lucky guesswork;
in that case it will not qualify as knowledge. Propositional
knowledge requires that the satisfaction of its belief con-
dition be suitably related to the satisfaction of its truth
condition. In other words, a knower must have adequate
indication that a belief qualifying as knowledge is actually
true. This adequate indication, on a traditional view of
justification suggested by Plato and Immanuel Kant, is
suitable evidence indicating that a proposition is true.
True beliefs qualifying as knowledge, on this traditional
view, must be based on justifying evidence.

Contemporary philosophers acknowledge that justi-
fied contingent beliefs can be false; this is fallibilism
about epistemic justification, the kind of justification
appropriate to propositional knowledge. Given fallibil-
ism, the truth condition for knowledge is not supplied by
the justification condition; justification does not entail
truth. Similarly, truth does not entail justification; one
can lack evidence for a proposition that is true.

Proponents of the justification condition for knowl-
edge do not share an account of the exact conditions for
epistemic justification. Competing accounts include epis-
temic coherentism, which implies that the justification of
any belief depends on that belief’s coherence relations to
other beliefs, and epistemic foundationalism, which
implies that some beliefs are justified independently of
any other beliefs. Recently, some philosophers have pro-
posed that knowledge requires not evidence but reliable
(or truth-conducive) belief formation and belief suste-
nance. This is reliabilism about the justification condition
for knowledge. Whatever the exact conditions for epis-
temic justification are, proponents of the justification
condition maintain that knowledge is not merely true
belief.

Although philosophers have not agreed widely on
what specifically the defining components of proposi-
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tional knowledge are, there has been considerable agree-
ment that knowledge requires, in general, justified true
belief. Traditionally, many philosophers have assumed
that justified true belief is sufficient as well as necessary
for knowledge. This is a minority position now, owing
mainly to Gettier counterexamples to this view. In 1963
Edmund Gettier challenged the view that if one has a jus-
tified true belief that p, then one knows that p. Gettier’s
counterexamples are:

(I) Smith and Jones have applied for the same job.
Smith is justified in believing that (i) Jones will
get the job, and that (ii) Jones has ten coins in his
pocket. On the basis of (i) and (ii), Smith infers,
and thus is justified in believing, that (iii) the per-
son who will get the job has ten coins in his
pocket. As it turns out, Smith himself will actually
get the job, and he also happens to have ten coins
in his pocket. So, although Smith is justified in
believing the true proposition (iii), Smith does
not know (iii).

(II) Smith is justified in believing the false proposition
that (i) Jones owns a Ford. On the basis of (i),
Smith infers, and thus is justified in believing, that
(ii) either Jones owns a Ford or Brown is in
Barcelona. As it turns out, Brown is in Barcelona,
and so (ii) is true. So although Smith is justified in
believing the true proposition (ii), Smith does not
know (ii).

Gettier counterexamples are cases where one has a justi-
fied true belief that p but lacks knowledge that p. The
Gettier problem is the difficulty of finding a modification
of, or an alternative to, the traditional justified-true-belief
analysis that avoids difficulties from Gettier counterex-
amples.

Contemporary philosophers have not reached a
widely accepted solution to the Gettier problem. Many
philosophers take the main lesson of Gettier counterex-
amples to be that propositional knowledge requires a
fourth condition, beyond the justification, belief, and
truth conditions. Some philosophers have claimed, in
opposition, that Gettier counterexamples are defective
because they rely on the false principle that false evidence
can justify one’s beliefs. There are, however, examples
similar to Gettier’s that do not rely on any such principle.
Here is one such example inspired by Keith Lehrer and
Richard Feldman:

(IIT) Suppose that Smith knows the following proposi-
tion, m: Jones, whom Smith has always found to
be reliable and whom Smith has no reason to dis-

PROPOSITIONAL KNOWLEDGE, DEFINITION OF

trust now, has told Smith, his officemate, that p:
He, Jones, owns a Ford. Suppose also that Jones
has told Smith that p only because of a state of
hypnosis Jones is in and that p is true only
because, unknown to himself, Jones has won a
Ford in a lottery since entering the state of hyp-
nosis. Suppose further that Smith deduces from m
its existential generalization, o: There is someone,
whom Smith has always found to be reliable and
whom Smith has no reason to distrust now, who
has told Smith, his officemate, that he owns a
Ford. Smith, then, knows that o, since he has cor-
rectly deduced o from m, which he also knows.
Suppose, however, that on the basis of his knowl-
edge that o, Smith believes that r: Someone in the
office owns a Ford. Under these conditions, Smith
has justified true belief that r, knows his evidence
for r, but does not know that r.

Gettier counterexamples of this sort are especially diffi-
cult for attempts to analyze the concept of propositional
knowledge.

One noteworthy fourth condition consists of a
“defeasibility condition” requiring that the justification
appropriate to knowledge be “undefeated” in that an
appropriate subjunctive conditional concerning defeaters
of justification be true of that justification. A simple
defeasibility condition requires of our knowing that p
that there be no true proposition, o, such that if g became
justified for us, p would no longer be justified for us. If
Smith genuinely knows that Laura removed books from
the office, then Smith’s coming to believe with justifica-
tion that Laura’s identical twin removed books from the
office would not defeat the justification for Smith’s belief
regarding Laura herself. A different approach claims that
propositional knowledge requires justified true belief sus-
tained by the collective totality of actual truths. This
approach requires a precise, rather complex account of
when justification is defeated and restored.

The importance of the Gettier problem arises from
the importance of a precise understanding of the nature,
or the essential components, of propositional knowledge.
A precise understanding of the nature of propositional
knowledge, according to many philosophers, requires a
Gettier-resistant account of knowledge.

See also Coherentism; Epistemology; Kant, Immanuel;

Plato; Reliabilism; Truth.
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PROPOSITIONS

On one use of the term, “propositions” are objects of
assertion, what successful uses of declarative sentences
say. As such, they determine truth-values and truth con-
ditions. On a second, they are the objects of certain psy-
chological states (such as belief and wonder) ascribed
with verbs that take sentential complements (such as
believe and wonder). On a third use, they are what are (or
could be) named by the complements of such verbs.
Many assume that propositions in one sense are proposi-
tions in the others.

After some decades of skepticism about the worth of
positing propositions, the last quarter of the twentieth
century saw renewed interest in and vigorous debate over
their nature. This can be traced in good part to three fac-

tors: the development in intensional logic of formal mod-
els of propositions; (not altogether unrelated) attacks on
broadly Fregean accounts of propositions; and a spate of
work on the nature of belief and its ascription.

“Possible-worlds semantics” is a collection of meth-
ods for describing the semantical and logical properties
of expressions such as necessarily; these methods devel-
oped out of work done by Saul Kripke, Richard Mon-
tague, and others in the 1960s. It illuminated the logic
and semantics of modal terms such as necessarily, of con-
ditionals and tenses, and other constructions as well. In
such semantics one assigns a sentence a rule that deter-
mines a truth-value relative to various “circumstances of
evaluation” (possible worlds, times, whatever); a sentence
such as “it is necessary that S” has its truth-value deter-
mined by the rule so associated with S. The success of
such accounts made it natural to hypothesize that propo-
sitions, qua what is named by expressions of the form
“that S, could be identified with such rules—equiva-
lently, with sets of circumstances such rules pick out.

Such a conception of proposition provides too crude
an account of objects of belief or assertion: It implausibly
makes all logically equivalent sentences express the same
belief and say the same thing. A partial solution to this
problem supposes that propositional identity is partially
reflected in sentential structure, taking propositions
themselves to be structured. Given the working hypothe-
sis that a proposition’s structure is that of sentences
expressing it, critical to determining the proposition a
sentence (use) expresses are the contributions made by
sentence parts (on that use).

Gottlob Frege (1952) suggested that associated with
names and other meaningful expressions are “ways of
thinking” or senses of what the expressions pick out; one
might suppose that sense and sentence structure jointly
determine proposition expressed. Sense, in the case of
names and other singular terms, has standardly been
taken to be given by describing how one thinks of the ref-
erent. For example, the sense of “Aristotle” for me might
be given by “the author of the Metaphysics”; if so, my uses
of “Aristotle taught Alexander” and “the author of the
Metaphysics taught Alexander” would, on a Fregean view,
express the same proposition.

During the 1970s Kripke, David Kaplan, and others
argued convincingly that this view is untenable: It is obvi-
ous, on reflection, that the truth conditions of the asser-
tion or belief that Aristotle was F depend on Aristotle in
a way in which the truth conditions of the assertion or
belief that the author of the Metaphysics was F do not. So
either ways of thinking are somehow tied to the objects
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they present (so that the way I think of Aristotle could not
present anything but Aristotle), or the contributions of
expressions to propositions must be something other
than senses.

The success of accounts of intensional language that
ignored sense in favor of constructions from references,
along with the apparent failure of Fregean accounts, led
in the 1980s to debate over the merits of what is variously
called direct-reference theory, Millianism, and (neo-)
Russellianism, espoused at various times by a wide vari-
ety of theorists including Kaplan (1989), Mark Richard
(1990), Nathan Salmon, and Scott Soames (1988). On
such views sense is irrelevant to individuating a proposi-
tion; indeed, it is irrelevant to semantics. In particular,
what a name contributes to a proposition is its referent:
The proposition that Twain is dead is the same singular
proposition as the proposition that Clemens is.

Neo-Russellians identify the object of assertion and
the referent of a “that” clause with a Russellian proposi-
tion. They allow that there is such a thing as a “way of
grasping” a proposition and that belief in a singular
proposition is mediated by such. Against the intuition
that, for example, A: Mo believes that Twain is dead, and
B: Mo believes that Clemens is dead, might differ in
truth-value, direct-reference accounts typically suggest
that a pragmatic explanation is appropriate. Just as an
ironic use of a sentence can convey a claim without liter-
ally expressing it, so a sentence about Mo’s beliefs might
convey information about Mo’s way of grasping a singu-
lar proposition, without that information being part of
what the sentence literally says. If this is so, intuitions
about A and B are explained pragmatically.

Those unhappy with this account of propositions
have looked elsewhere. Many accounts of propositions
identify the proposition determined by S with some con-
struction from linguistic items associated with S and the
semantic values of S’s parts. James Higginbotham has
identified the referents of “that” clauses with phrase
markers that may be annotated with referents; Richard
has suggested that the referent of a “that” clause be iden-
tified with something like the singular proposition it
determines paired off with the sentence itself. In making
linguistic items constitutive of propositions, these views
run counter to ones, like Frege’s and Bertrand Russell’s,
that closely tie meaning and synonymity to propositional
determination. On linguistic views of propositions the
synonymity of groundhog and woodchuck does not assure
the identity of the proposition that groundhogs are pests
with the proposition that woodchucks are. Other theo-
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rists (Gareth Evans, for example) have attempted to
revive a version of Frege’s views of propositions.

Many philosophers continue to doubt the utility of
positing propositions. Quineans argue that meaning and
reference must be determined by behaviorally manifest
facts but that such facts woefully underdetermine assign-
ments of meaning and reference; they conclude that there
is nothing about language that need or could be
explained by positing propositions. Stephen Schiffer has
argued that propositions are a sort of “linguistic posit™
that we accept nominalizations of the form “that S” as
referring to singular terms and have coherent criteria for
using sentences in which those terms occur is itself suffi-
cient for its being true that there are propositions. Such a
deflationist view implies neither the possibility of a sub-
stantive account of propositions (on which, for example,
the proposition expressed by a sentence is composition-
ally determined), nor that propositions play a substantive
role in explaining semantic phenomena.

See also Frege, Gottlob; Kripke, Saul; Meaning; Modality,
Philosophy and Metaphysics of; Philosophy of Lan-
guage; Quine, Willard Van Orman; Reference; Russell,
Bertrand Arthur William.
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PROPOSITIONS
[ADDENDUM]

Despite the rearguard efforts of Robert Stalnaker and
Max Cresswell, by the late 1990s it became widely
acknowledged that sets of possible worlds are too coarse-
grained to serve as propositions. It is safe to say that
among those philosophers who believe in propositions,
most think of them as sententially structured entities,
composed out of the contents of the words and phrases in
the sentences that express them. Fregeans hold that these
contents are Fregean senses; Russellians hold that they are
objects, properties, and relations.

Yet the 1990s also saw new challenges and ap-
proaches to structured propositions. George Bealer and
Michael Jubien have independently argued (i) that it is
counterintuitive to hold that we believe and assert struc-
tured complexes, and (ii) that theories of structured
propositions are subject to the same problem that Paul
Benacerraf raised for set-theoretic reductions of arith-
metic. On one such reduction, the number 2 is identified
with the set {{0}}; on another, 2 is identified with {0, {0}},
where 0 is the null set. Benacerraf’s problem is that there
are no principled reasons for preferring one or the other
reduction, or any of the infinitely many equally good
alternatives, and so none of these reductions can be cor-
rect. For similar reasons, the proposition that Jones loves
Smith cannot be identified with the ordered set (love,
(Jones, Smith)), or with (Jones, (love, Smith)), or ....

These and other problems led Bealer to reject all
reductions of propositions to structured objects and to
hold that propositions are unstructured and irreducible.
They led Jubien to reject propositions altogether in favor
of a Russellian multiple-relation theory of judgment,
which dispenses with propositions by analyzing
“believes” and other attitude verbs as many-place predi-
cates that relate subjects to objects, properties, and rela-
tions instead of to whole propositions. However, (i) is
debatable, and (ii) can be avoided if one can provide a
rationale for preferring one system of reduction. For
example, Jeffrey King holds (roughly) that a structured
proposition is obtained by replacing the words of a sen-
tence with their contents while retaining the syntactic
relations in the logical form of the sentence. This solves
Benacerraf’s problem because the structure in proposi-
tions is identified with the syntactic structure in the logi-
cal form. The connection with syntax provides a
principled reason for identifying propositions with the
structured objects proposed by King.

Another approach to structured propositions is due
to Jon Barwise and John Etchemendy, who use what they
call “Austinian propositions,” named after the Oxford
philosopher J. L. Austin, in their solution to the liar para-
dox. An Austinian proposition is like a structured Russel-
lian proposition except that it contains a contextually
determined situation that the proposition is about. So
while the Russellian proposition that Claire is playing
cards is true just in case Claire is playing cards, the Aus-
tinian proposition that Claire is playing cards is true just
in case Claire is playing cards in the contextually deter-
mined situation. For every situation s, there is a liar
proposition fabout s that claims that f1is false in s. In Bar-
wise and Etchemendy’s formal development, it turns out
that every such f is simply false. However, for every s,
there is an expanded situation s, and there is a true
proposition p about s' that claims that fis false in s'. The
intuition that the liar proposition fis both true and false
arises out of a failure to keep separate the distinct Austin-
ian propositions f and p.

A general challenge to propositions has come from
Donald Davidson, who has used the so-called slingshot
argument to collapse all facts into a single Great Fact,
effectively robbing facts of their philosophical utility.
Davidson argues that if we give up on facts, we should
also give up on entities that represent facts, such as
propositions. The slingshot argument can also be used
directly against propositions to show that all true propo-
sitions collapse into a single Great Proposition. But as
Stephen Neale has shown, the slingshot argument can be
avoided as long as one holds that sentential operators like
“the fact that ... is identical to the fact that ... ” and “the
proposition that ... is identical to the proposition that
..” satisfy certain logical constraints on inference rules
involving definite descriptions. This constraint can easily
be satisfied if one adopts a Russellian analysis of definite
descriptions (which construes “The fis ¢” as “There is
exactly one f, and it is ¢”).

See also Meaning; Propositional Attitudes: Issues in
Semantics.
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PROTAGORAS OF ABDERA

Protagoras of Abdera in Thrace, most famous of the
Sophists, was born not later than 490 BCE and probably
died soon after 421 BCE. According to Plato, he was the
first to declare himself a professional Sophist. He went
from city to city in the Greek world, offering instruction
in return for money, and he undertook above all to train
young men in the art of politics. He was well known in
Athens, where he enjoyed the friendship of Pericles—he
produced a theoretical basis for Periclean democracy and
was asked by Pericles to draft the constitution for the new
colony of Thurii in 443 BCE. He made contributions to
grammatical and rhetorical theory, and his views on reli-
gion provoked charges of impiety against him in the
courts, which led to his exile from Athens at the end of his
life and to the public burning of at least one of his books.

His writings were numerous and included “On
Truth,” “On the Gods,” and “Antilogic” (or “Antilogies”).
Later writers probably took their information about him
mainly from the accounts of Plato, Aristotle, and Sextus
Empiricus, but one of his works was read by Porphyry in
the third century CE, and in the Hellenistic period he was
regarded as sufficiently important for his statue to be set
up, together with those of Plato, Aristotle, and other
thinkers, in the Serapeum at Memphis in Egypt.

Since the time of Plato, Protagoras’s main doctrines
have been regarded as possessing considerable philosoph-
ical interest, even by those who deny philosophical
importance to the Sophists in general; but very divergent
interpretations have been propounded. With no surviv-
ing works and virtually no fragments, interpretation
must depend upon the assessment of the evidence of
Plato, Aristotle, and Sextus Empiricus. In what follows,
the view is taken that Plato in the Theaetetus correctly
states the basic position of Protagoras and then proceeds
to distinguish certain possible developments of this posi-
tion not held by Protagoras. The basic position was inde-
pendently understood in the same way by both Aristotle
and Sextus Empiricus, each of whose information was

PROTAGORAS OF ABDERA

not simply derived from the Theaetetus. This would be
denied by some scholars.

EPISTEMOLOGY

The starting point must be the famous contention that
“man is the measure of all things, of things that are that
[or ‘how’] they are and of things that are not that [or
‘how’] they are not.” Theodor Gomperz maintained that
“man” is to be understood collectively in the sense of
“mankind as a whole” or “the human race.” But against
this, the evidence of the Theaetetus 152A—B seems to show
conclusively that it is individual men that Protagoras had
in mind in the first instance, although, as will be seen, his
theory is capable of easy extension to groups of men, and
he probably made this extension himself.

According to Plato’s example in the Theaetetus, when
the same wind appears cold to one person and warm to
another person, then the wind is warm to the person to
whom it appears warm and is cold to the person to whom
it seems cold. It follows that all perceptions are true and
the ordinary view is mistaken, according to which, in
cases of conflict, one person is right and the other person
is wrong about the quality of the wind or of anything else.
This clearly was the position held by Protagoras, but it is
not clear exactly how he came to this view. It is often held
that his position is a kind of subjective idealism similar to
that of Bishop Berkeley, according to which qualities in a
thing are for the person to whom they seem, so long as
they seem to him, but have no existence independent of
their seeming.

Against this view, Sextus Empiricus is explicit: All
qualities perceived by different persons are actually pres-
ent in matter. Sextus’s introduction of matter may well be
anachronistic, but his account suggests an alternative
view, accepted by F. M. Cornford among others, accord-
ing to which opposite qualities are copresent in objects,
and in cases of conflict of perceptions between two per-
sons, what happens is that we have a sort of selective per-
ception—one person perceives one quality and the other
its opposite, both qualities being present in the situation,
waiting to be perceived, as it were, independently of any
actual perceiving by a subject. This view seems to have the
support of Aristotle, who always treats Protagoras’s doc-
trine as involving the denial of the principle of contradic-
tion, and the view coincides with incidental pointers in
Plato’s account (“the same wind”—152B; “perception,
then, is always of something that is”—152c). It is true
that in the “secret doctrine” attributed to Protagoras by
Plato (152cff.) the independent status of sense objects is
undermined, but the fact that this is presented as a secret
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doctrine is surely conclusive evidence that it was a doc-
trine not publicly associated with Protagoras.

The “man-measure” doctrine is presented by Plato in
the first instance as a doctrine about perception of sensi-
ble qualities. But it is clear that Plato supposed that for
Protagoras it also applied to moral and aesthetic qualities
such as “just” and “beautiful” It is especially in these cases
that the extension of the doctrine to groups of people was
made by Protagoras—“whatever seems just to a city is
just for that city so long as it seems so.” Probably Pro-
tagoras did not extend his doctrine to apply to all judg-
ments; this was done immediately by his opponents in the
famous peritrope, or “turning of the tables”: Let us sup-
pose that whatever seems true to any person is true for
the person to whom it seems so. If this is the doctrine of
Protagoras, then Protagoras will hold that those who hold
that Protagoras’s theory is false are holding the truth
(Theaetetus 171A). But Plato points out that if Protagoras
could pop his head up through the ground, he would
surely have an answer to this objection.

At the very least, Protagoras was clear about one
point. In the case of conflict about perceived qualities all
perceptions are true. But some perceptions are better
than others, for example, the perceptions normally found
in a healthy man as distinct from those found in a man
who is ill. It is the function of a doctor, Protagoras held,
to change a man who is ill so that his perceptions become
those of a man who is well. Likewise, in moral, political,
and aesthetic conflicts it is the function of the Sophist as
a teacher to work a change so that better views about
what is “just” and “beautiful” will seem true to the
“patient”—better, that is, than those that previously
seemed true to him. All the “patient’s” views are equally
true, but some are better than others.

There is nothing to suggest that by “better” Protago-
ras meant what will seem better. Quite the contrary. Bet-
ter views are views that have better consequences, and
consequences which are better are so as a matter of fact,
independently of whether a person thinks them better or
not. In other words, Protagoras here made an exception
to his man-measure doctrine. There is every reason to
suppose that he would have excepted the class of judg-
ments about the consequences of judgments from his
principle. Indeed, there is no actual evidence in any
ancient author that Protagoras himself ever applied his
doctrine to statements other than those about perceived
qualities and moral and aesthetic qualities treated on the
same plane as visually perceived qualities. What probably
happened was that he propounded his doctrine in certain
general statements such as “whatever seems to anyone is

so for that person,” without adding the qualifications that
he really intended; thus he gave a handle to his enemies,
which enabled them to apply the peritrope and similar
objections.

The above account rests primarily upon Plato’s
Theaetetus. To it may be added evidence from other
sources. According to Diogenes Laértius, Protagoras was
the first to propound the theory that there are two logos,
or accounts, to be given about everything. This has some-
times been treated as simply the now familiar rhetorical
doctrine that “there are two sides to every question.” But
this theory was used as a method of argument, and it
should probably be related to the man-measure doctrine
and to what Plato called “Antilogic,” the probable title of
one of Protagoras’s treatises. In conflicts about perceived
qualities, and also moral and aesthetic qualities, there
might seem room for an infinite variety of “seemings,”
but if we take any one as a starting point, for instance,
that the wind seems warm, all other seemings may be
expressed as the negative of this, namely “not-warm.”
This was clearly the way in which Plato tended to regard
phenomena—as did the antilogicians, too—namely, as
always being both “warm” and “not-warm.” In this view,
Plato was probably following Protagoras. It is possible
that Protagoras associated with the two-logoi principle
the prescription attributed to him by Aristotle “to make
the lesser [or ‘the weaker’] argument the stronger.” This
may have been what the Sophist was expected to do when
altering a man’s opinions for the better.

SOCIAL THEORY

In Plato’s dialogue Protagoras we are given a coordinated
theory of the Sophist in relation to society and of a pos-
sible theoretical basis for a Periclean-style democracy. All
is completely consistent with the positions attributed to
Protagoras in the Theaetetus. When Protagoras professes
to make men good citizens, Socrates objects that while
the Athenians call in experts to advise on technical mat-
ters, they regard all citizens as capable of advising them
on matters relating to the city. This seems to imply that
Athenian democracy leaves no place for expert instruc-
tion in citizenship. Protagoras replies with a myth fol-
lowed by a nonmythical exposition that while all men
share in the qualities that make good citizens, they do not
do so by nature but acquire these qualities by instruction
and by practice. These qualities are beliefs and opinions
about what is just and right. In a sense, the whole com-
munity teaches its members about these matters, and so
all are rightly consulted about political matters. But the
expert teacher, such as the Sophist Protagoras, can
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improve opinions on such matters, whether it be in the
case of an individual or in the case of a whole commu-
nity.

OTHER VIEWS

Protagoras’s doctrines ranged beyond the topics dis-
cussed above to cover physical and mathematical prob-
lems as well, but it is no longer possible to state his actual
teachings on these problems. He seems to have held that
a tangent touches a circle not only at one point, but at
more than one, clearly arguing from visual experience of
drawn lines. Parmenides had rejected the world of seem-
ing in favor of his world of being; Protagoras took the
opposite path and attempted to expound a world in
which all appearances were true and where there was
nothing outside or beyond what appeared. This involved
the copresence of opposed and contradictory qualities at
many points. Protagoras was prepared to accept and
explain this copresence through his “man-measure” prin-
ciple, either on the basis of a theory of subjective idealism
or, more probably, on the basis of a conception of a phe-
nomenal world actually composed of opposites (a con-
ception typical of the pre-Socratics). This conception
seemed to Plato to be substantially correct for the phe-
nomenal world, hence his great interest in Protagoras.
But Plato felt that this view made it impossible to give any
account or explanation of phenomena, and to be able to
give an explanation seemed to him essential.

Diogenes Laértius says that for Protagoras the soul is
nothing apart from its perceptions. This suggests a phe-
nomenalistic view of the soul as well as of everything else.
Diogenes’ account may be correct, although doubts have
been cast upon it. If it is correct, however, it probably was
not intended to imply any doctrine like the modern the-
ory of neutral monism, but simply to deny the existence
of any “submerged,” or nonphenomenal, element in the
soul.

See also Ethical Relativism; Sophists.
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PROTOCOL SENTENCES

See Basic Statements

PROUDHON, PIERRE-
JOSEPH

(1809-1865)

Pierre-Joseph Proudhon has been called the father of
anarchism, a title that is accurate insofar as organized
anarchist movements throughout the world can be traced
to his teachings and to the actions of his disciples. Proud-
hon was also the first writer deliberately to accept the title
of anarchist, which he did in 1840. Before his time the
term had been used to denote one who seeks to promote
social disorder; Proudhon argued that it could be used
with more justice to describe one who seeks social order
without authoritarian government. “As man seeks justice
in equality, so society seeks order in anarchy,” he said.
“Anarchy—the absence of a master, of a sovereign—such
is the form of government to which we are every day
approximating.” Such doctrines were not entirely origi-
nal; the English writer William Godwin had expounded
them fifty years earlier without describing them as “anar-
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chist,” but Proudhon appears to have been uninfluenced
by Godwin and to have reached his conclusions inde-
pendently.

Proudhon prided himself on being a man of the peo-
ple. He was born in Besangon, capital of Franche-Comté,
of Jura peasant stock. His childhood was hard, and after a
brief period at the college in Besangon, he received his
education largely through his work as a printer; he taught
himself Greek and Hebrew and developed a prose style
that eventually won the admiration of Charles-Pierre
Baudelaire, Gustave Flaubert, and Victor Hugo. The turn-
ing point in Proudhon’s career came when he was
awarded a scholarship by the Besancon Academy in 1838.
This took him to Paris and gave him the leisure to for-
mulate his ideas and to write his first important book,
Qulest-ce que la propriété? (What Is Property?, Paris, 1840).
This book, hailed by Karl Marx as “the first decisive, vig-
orous and scientific examination” of the institution of
property, gained notoriety because in one passage Proud-
hon defined property as “theft” The author’s love of
telling phrases distorted the nature of his argument, for
Qulest-ce que la propriété? was in fact an investigation of
abuses that had entered into the institution of property
rather than a condemnation of property itself. The argu-
ments that Proudhon put forward in this early book, on
the nature of property and the faults of government, are
those which he elaborated and gave a deeper philosophi-
cal backing in his later works.

Proudhon attacked the existence of private property
that allows the exploitation of the labor of others, such as
the owning of land by those who do not work it; he had
only approval for the “possession” that allows a worker to
dispose of what his hands make. “The right to products is
exclusive—jus in re; the right to means is common—ijus
ad rem.” This is so because the means of production, the
heritage of techniques and inventions, have been built up
by human cooperation, and no man has a right to use
them exclusively for his own benefit. However, for the
sake of independence, Proudhon granted the need for
each man to control the land or tools he can use. In this
early book he still thought in terms of a peasant-and-
handcraft society.

Proudhon attacked unreformed property because it
negates equality, but he rejected the communist theories
of his time (principally those of the French utopian
socialists) because they denied independence. Here
Proudhon came to the political aspect of his argument—
both unreformed property and communism are depend-
ent on forms of authority to maintain themselves. But
how far is authority justified? Proudhon contended that it

arises from the tendency of social animals and primitive
man to seek leaders. As reason develops, criticism,
protest, and rebellion arise. Emergent political science
finds the laws by which society functions in the nature of
things, not in the whims of rulers. At this point anarchy,
administration without government, becomes possible.
Proudhon, at this stage under the influence of Hegelian
ideas imperfectly absorbed from French reviews, created
a triad. The thesis is property, which destroys equality; the
antithesis is communism, which denies independence;
the synthesis is anarchy or liberty, which is embodied in a
society of producers bound together by a network of free
contracts. In the widening recognition of mutual inter-
ests, government becomes unnecessary.

During the 1840s Proudhon served for several years
as office manager for a water transport firm in Lyons,
work that allowed him to travel frequently to Paris. In
these two settings his theory of mutualism—the form of
anarchism particularly associated with him—developed.
Political radicalism flourished in mid-nineteenth-century
Lyons, and Proudhon encountered there the disciples of
Etienne Cabet, Charles Fourier, Pierre Leroux, and other
socialist prophets. He developed the idea of a worldwide
working-class organization on an economic basis rather
than a political one. This led him to place faith in various
forms of mutual credit systems that might eventually
make governmental administration unnecessary; he
envisaged such associations as becoming worldwide. In
Paris, Proudhon associated with some of the leading
European revolutionary theorists, including Marx,
Mikhail Bakunin, and Alexander Ivanovich Herzen.
However, his personal and theoretical incompatability
with Marx soon became evident; the historic conflict
between libertarian and authoritarian views of socialism
began with the split between Marx and Proudhon, which
dates from Marx’s attack in La misére de la philosophie
(Paris, 1847) on Proudhon’s Systéeme des contradictions
économiques (2 vols., Paris, 1846). Bakunin and Herzen,
on the other hand, eventually became Proudhon’s most
important disciples.

During the 1840s Proudhon, an eclectic thinker, took
what he found valid from the writings of G. W. F. Hegel,
Ludwig Feuerbach, Immanuel Kant, and other German
philosophers, as well as from Auguste Comte and the
French utopians. He evolved a philosophy that left out the
third term of the Hegelian triad, and accepted contradic-
tion as an enduring force tending toward a dynamic equi-
librium—the desirable condition of existence. He denied
all absolutes, all utopian aspirations to permanent solu-
tions, and, in his Philosophie du progres (Paris, 1853) saw

ENCYCLOPEDIA OF PHILOSOPHY

94 2nd edition



progress as “the affirmation of universal movement and
in consequence the negation of all immutable forms and
formulae, of all doctrines of eternity, permanence, or
impeccability, and of every subject, or object, spiritual or
transcendental, that does not change.” He was, deliber-
ately and avowedly, an antisystematic philosopher.

Proudhon assumed the standpoint of a critical inde-
pendent, and as such he became the most outspoken
journalist of the period, giving qualified support to the
French revolution of 1848. His Le représentant du peuple
(1848) was the first anarchist newspaper published with
any regularity; harried by suppressions and fines, it sur-
vived under various names for more than two years.
Proudhon was elected in June 1848 to the Constituent
Assembly, where he maintained an intransigent minority
position. He also planned a people’s bank, based on his
mutualist ideas, which never materialized because he was
imprisoned for attacks in his paper on Louis Napoleon,
then president of the Republic.

Proudhon’s three years of imprisonment were light:
He was allowed occasional days out on parole, on one of
which he married Euphrasie Piégard, and he wrote two of
his most important books, Les confessions d’un révolution-
naire (Paris, 1850), an analysis of the events of 1848 that
states the aim of anarchist revolutionism as “no more
government of man by man, by means of the accumula-
tion of capital,” and Idée générale de la révolution au XIX*
siécle (General Idea of the Revolution in the Nineteenth
Century, Paris, 1851). The latter book comes nearer than
anything else Proudhon wrote to presenting his view of
the ideal libertarian society, based on contract instead of
laws, with authority decentralized in communes and
industrial associations, with frontiers abolished and flex-
ible federation replacing the centralized national state.

During the early years of the Second Empire, Proud-
hon was subjected to constant police persecution, and in
1858 he was again sentenced to three years’ imprison-
ment for an offense against the press laws. He fled to Bel-
gium, where, although pardoned in 1860, he lived until
1862. During his final years in Paris, he gained a consid-
erable mutualist following among French workingmen,
and before he died early in 1865, he learned that his fol-
lowers had taken a leading part in the meetings that led to
the founding of the International Workingmen’s Associa-
tion.

During his final years Proudhon wrote a number of
books that elaborated important aspects of his doctrines.
Du Principe fédératif (Paris, 1863) summarized his criti-
cism of nationalism and developed his ideas of commu-
nal organization leading gradually to world federation.

PROUDHON, PIERRE-JOSEPH

De la Justice dans la révolution et dans Péglise (3 vols.,
Paris, 1858) opposed his own theory of an immanent jus-
tice to transcendentalist ideas of justice. De la Capacité
politique des classes ouvrieres (published posthumously in
Paris, 1865) developed Proudhon’s view of the power of
the working class to achieve its own liberation by eco-
nomic means.

Later anarchism and syndicalism were largely influ-
enced by Proudhon’s doctrines, as was the populist move-
ment in Russia. As the Russian anarchist Mikhail Bakunin
said, “Proudhon was the master of us all.”

See also Bakunin, Mikhail Aleksandrovich; Comte,
Auguste; Feuerbach, Ludwig Andreas; Fourier, Francois
Marie Charles; Hegel, Georg Wilhelm Friedrich;
Herzen, Aleksandr Ivanovich; Kant, Immanuel; Marx,
Karl.
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PROUST, MARCEL
(1871-1922)

The French author Marcel Proust was born and educated
in Paris. He lived there all his life, leaving only for short
holidays or artistic pilgrimages, most of which were to the
great cathedral cities of France. His father, a professor of
medicine, was Catholic; his mother, whom he adored, was
Jewish. Both traditions, as well as his consuming interest
in French history and culture, played important roles in
his life and art, although he was neither religiously ortho-
dox nor politically chauvinistic. He undertook a consid-
erable and seemingly futile search for a vocation and did
some writing, most of which was discarded drafts of his
future novel. Suffering terribly from asthma and from
certain guilts about his homosexuality, but with eco-
nomic as well as spiritual means sufficient to indulge and
transmute these ills, Proust ensconced himself in his
famous cork-lined room to write his masterpiece, A la
recherche du temps perdu.

PHILOSOPHICAL THEMES

Although Proust compared a work of art in which there
are theories to an object on which the price is marked, A
la recherche is, nonetheless, a philosophical novel. There
are two major philosophical themes woven into the novel:
that reality is composed of artistic essences and that the
search for essences ends in their dissolution. Proust stated
only the first theme; the second, however, is implied by
much of the action of the novel.

In the last volume of the novel, Le temps retrouvé,
Proust, as narrator and participant, stated his theory of
artistic essences as reality; this theory, because of its role
in the context of the whole novel, must be understood as
an integral part of it, along with the characterization, dia-
logue, and plot. According to Proust’s theory, we live in a
world of people, places, and things, all of which are
organized spatially or temporally, in the ordinary sense of
space and time, and which impinge on us. Most of us
merely react to these phenomena. The true artist, how-
ever, like the scientists, attempts to find the laws that gov-
ern these phenomena. Whereas the scientist proceeds by
his intellect, the artist cannot, for his laws are to be dis-
covered only by intuition. The artist’s intellect supple-

ments, but it cannot supplant, intuition. Intuition is that
state of mind in which the artist—rooted in past experi-
ences, nourished by suffering, and graced by an involun-
tary memory of a past sensation joined with a similar
present one—extracts the qualitative similarity or essence
from these sensations in order to embody that essence in
a metaphor which, like the essence, is not subject to the
ravages of time. Thus, these essences are the only true
reality, and their artistic expression the only true judg-
ment on reality.

Proust, it is important to realize, did not deny the
existence of temporal or spatial relations, but he rejected
them as unreal. Hence, he must understand by reality
something quite distinct from existence: reality for him
functioned as an honorific term denoting that which is
salvageable from the past and which transcends the pres-
ent—that, therefore, which is ultimate in the precise sense
of being out of time. Reality, in effect, denotes the
essences extracted by intuition from what exists in rela-
tion to what existed.

It has been claimed that Proust’s conceptions of time
and intuition are Bergsonian. It seems, however, that
there are important differences. According to Henri Berg-
son, time is essentially duration (durée). The concepts of
the past, present, and future cannot apply to time because
they spatialize it. Duration can only be experienced, not
thought of or talked about; it is the indivisible, ultimate
fact of process in the world, and intuition is the experi-
ence of duration, a direct acquaintance with it. For
Proust, however, time is not duration; it consists of
chronological relations among events. Nor is time ulti-
mate; only the timeless essences are that. Finally, intuition
for Proust is an extraction from, not an immersion in,
time.

Nor is Proust’s theory Platonic, as has sometimes
been suggested. Plato’s timeless essences are perfect and
have their being absolutely independently of the spatial
and temporal particulars of this world; the Proustian
essences are at most more or less imperfect copies of the
truly real forms.

Besides this aesthetic-ontological theme, which
Proust integrated magnificently in the novel, there is the
nether theme of the dissolution of essences in the very
search for them. Although he never stated this theme,
much of the novel embodies it. The treatment of love is
probably the best single example. Through the narration
of many different love relationships, commonly regarded
as a major achievement of the novel, Proust dramatized
that love has no essence, only an inexhaustible set of
properties, none of which is necessary or sufficient. Here
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intellect supplants rather than supplements intuition.
Proust’s observations, analyses, and generalizations har-
vest a vast multiplicity of criteria that govern our under-
standing and concept of love. In effect, Proust showed
through his characterization, monologue and dialogue, as
well as through the plot, that the range of the experience
of love renders impossible any traditional essentialist def-
inition of it. To have discovered, explored, and artistically
wrought this important truth about our conceptual life
and to have shown it a full generation before philoso-
phers stated it is not the least of Proust’s accomplish-
ments in his great novel.

See also Appearance and Reality; Bergson, Henri; Intu-
ition; Plato; Platonism and the Platonic Tradition.
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PROVABILITY LOGIC

Even though “provability logic” did not come into its own
until the early seventies, it has its roots in two older fields:
metamathematics and modal logic. In metamathematics,
we study what theories can say about themselves. The
first—and most outstanding—results are Kurt Godel’s
two incompleteness theorems.

If we take a sufficiently strong formal theory T—say,
Peano arithmetic—we can use Godel numbering to con-
struct in a natural way a predicate Prov(x) in the language
of T that expresses “x is the Godel number of a sentence
which is provable in T.” About T we already know that it
satisfies modus ponens:

If it is provable that A implies B, then, if A is provable, B
is provable as well.

Now it turns out that, using Godel numbering and
the predicate Prov, we can express modus ponens in the
language of T, and show that in T we can actually prove
this formalized version of modus ponens:

Prov({ A — B) = (Prov( Al) = Prov(( B)).

When we rephrase both the normal and the formal-
ized version of modus ponens using the modal operator
[, reading [JA as “A is provable in T,” we get the modal

rule
(1) A—B A
B
and the modal axiom
(2) (A — B) — (UA — [B).

Indeed both the rule and the axiom are well known from
the basic modal logic K.

Similarly, we can show that if there is a proof of the
sentence A in T, then T itself can check this proof, so T
proves Prov({ Al)—we shall call this principle Prov-
completeness. Again, though in a less straightforward way
than in the case of modus ponens, we can formalize the
principle itself and see that T actually proves:

Prov( A1) = Prov([ Prov( A]))).
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When we rephrase the principle of Prov-completeness
and its formalization in modal logical terms, we get the
modal rule that is usually called necessitation:

(3) A
OA’
and the modal axiom

(4) A — COIA,

which is the transitivity axiom 4 well known from modal
systems such as K4 and S4.

Finally, one might wonder whether T proves the
intuitively valid principle that “all provable sentences are
true,” that is, whether T proves Prov(|_A-|) — A. Unexpect-
edly, this turns out not to be the case at all. Lob proved in
1953, using Godel’s technique of diagonalization, that T
proves Prov((Al) > A only in the trivial case that T
already proves A itself!

Lob’s theorem has a formalization that can also be
proved in T. Writing both the theorem and its formaliza-
tion in modal terms, we get the modal rule

(5) OA—A
A b

and the modal axiom
(6) O(0A — A) = 0A,

usually called W (for well-founded) by modal logicians.

Now we can define provability logic, which goes by
various names in the literature—PRL, GL (for
Godel/Lob), L (for Lob), and, in modal logic texts, KW4.
It is generated by all the modal formulas that have the
form of a tautology of propositional logic, plus the rules
(1),(3),(5) and axioms (2),(4),(6) given above. One can
prove that rule (5) and axiom (4) already follow from the
rest, so that PRL is equivalently given by the well-known
system K plus the axiom [J(CIA = A) — [IA.

The main “modal” theorem about PRL—but one
with great arithmetical significance—is the “fixed point
theorem,” which D. de Jongh and G. Sambin independ-
ently proved in 1975. The theorem says essentially that
“self-reference is not really necessary” Suppose that all
occurrences of the propositional variable p in a given for-
mula A are under the scope of [J-es, for example, A(p) =
— Op or A(p) = O(p — q). Then there is a formula B in
which p does not appear, such that all propositional vari-
ables that occur in B already appear in A(p), and such that
PRL = B < A(B). This B is called a fixed point of A(p).

Moreover, the fixed point is unique, or more accurately, if
there is another formula B’ such that PRL -+ B’ < A(B’),
then we must have PRL = B <> B’. Most proofs of the fixed
point theorem in the literature give an algorithm by
which one can compute the fixed point.

For example, suppose that A(p) = —Jp. Then the
fixed point produced by the algorithm is —[JL, and
indeed we have PRL = — 1 < —[J(-0L). If we read this
arithmetically, the direction from left to right is just the
formalized version of Godel’s second incompleteness the-
orem. Thus, if T does not prove a contradiction, then it is
not provable in T that T does not prove a contradiction.

The landmark result in provability logic is Solovay’s
“arithmetical completeness theorem” of 1976. This theo-
rem says essentially that the modal logic PRL captures
everything that Peano arithmetic can say in modal terms
about its own provability predicate. Before formulating
Solovay’s theorem more precisely, we turn to the seman-
tics of PRL.

Provability logic has a suitable Kripke semantics, just
like many other modal logics. Unaware of the arithmeti-
cal relevance of PRL, Krister Segerberg proved in 1971
that it is sound and complete with respect to finite
irreflexive transitive frames, and even with respect to
finite trees. This completeness theorem immediately gives
a decision procedure to decide for any modal formula A
whether A follows from PRL or not. Looking at the pro-
cedure a bit more precisely, it can be shown that PRL is
“very decidable”: Like the well-known modal logics K, T,
and $4, it is decidable in PSPACE. This means that there
is a Turing machine that, given a formula A as input,
answers whether A follows from PRL; the size of the
memory that the Turing machine needs for its computa-
tions is only polynomial in the length of A.

The modal completeness theorem was an important
first step in Solovay’s proof of the arithmetical complete-
ness of PRL. Suppose that PRL does not prove the modal
formula A. Then there is a finite tree such that A is false
at the root of that tree. Now Solovay devised an ingenious
way to describe the tree in the language of Peano arith-
metic. Thus he found a translation f from modal formu-
las to sentences of arithmetic, such that Peano arithmetic
does not prove f(A). Such a translation f respects the log-
ical connectives (so, e.g., f{iBAC) = f(B) A f(C)), and (I is
translated as Prov (so f(CIB) = Prov(|_f(B)-|)). Thus Solo-
vay’s arithmetical completeness theorem gives an alterna-
tive way to construct many nonprovable sentences. For
example, we know that PRL does not prove (p v [—p, so
by the theorem, there is an arithmetical sentence f(p) such
that Peano arithmetic does not prove Prov(rf(p)—b v
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Prov(r—ﬂpﬂ). In particular, if we suppose that Peano
arithmetic does not prove any false sentences, this implies
that neither f(p) nor —f(p) is provable in Peano arith-
metic.

In recent years, logicians have investigated many
other systems of arithmetic that are weaker than Peano
arithmetic. They have given a partial answer to the ques-
tion: “For which theories of arithmetic does Solovay’s
arithmetical completeness theorem still hold;” It cer-
tainly holds for theories T that satisfy the following two
conditions:

1. T proves induction for formulas in which all
quantifiers are bounded (like the quantifier Vx <
y + z) and T proves that for all x, its power 2*
exists. In more technical terms: T extends IA, +
EXP.

2. T does not prove any false X, sentences.

For such theories, it is also clear that PRL is sound if we
read [J as Prov; (where Prov;is a natural provability pred-
icate with respect to a sufficiently simple axiomatization
of T). To sum up, we have the following theorem: If T sat-
isfies 1 and 2, and A is a modal sentence, then

PRL = A & for all translations £, T+ f(A).

This result shows a strength of provability logic: For
many different theories, PRL captures exactly what those
theories say about their own provability predicates. At the
same time this is of course a weakness: For example,
provability logic does not point to any differences
between those theories that are finitely axiomatizable and
those that are not.

In order to be able to speak in a modal language
about such distinctions between theories, researchers
have extended provability logic in many different ways,
only a few of which are mentioned here. One way is to
add a binary modality, &>, where for a given theory T, the
modal sentence A > B stands for “T + B is interpretable
in T + A.” It appears that the interpretability logic of IA,
+ superexp is different from the interpretability logic of
Peano arithmetic.

Another way to extend the framework of PRL is to
add propositional quantifiers, so that one can express
principles like Goldfarb’s:

VpVq3(Op v Og) < Or).
Finally, one can of course study predicate provability

logic. V. A. Vardanyan proved that the set of always prov-
able sentences of predicate provability logic is not even

PROVIDENCE

recursively enumerable, so it has no reasonable axiomati-
zation.

See also Godel, Kurt; Godel’s Incompleteness Theorems;
Kripke, Saul; Logic, History of; Modal Logic; Peano,
Giuseppe.
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PROVIDENCE

The idea of “providence” has three components—fore-
sight, direction, and care. It is normally found in a theis-
tic context. In its fullest sense it means that God foresees
and governs (in a word, “provides for”) the world that is
the object of his care (or love). Divine providence was
affirmed by Plato in his Laws (887-888), where he con-
demns the view, later held by the Epicureans, that the
gods take no interest in human affairs. The most impor-
tant later thought upon the subject arose in Stoicism and
Christianity.

STOICS

The Stoics held a firm belief in the providence (pronoia)
of God (or the gods). Thus, Epictetus uses an elementary
form of the teleological argument to prove God’s super-
vision of the universe (Discourse 1.16). But two factors
prevented the Stoics from taking a fully personal view of
providence. First, they often conceived God abstractly (as
a cosmic logos) and even physically (when they identified
him with nature’s basic elements, air and fire). Second,
and correlatively, they did not stress God’s care for per-
sons individually, nor, as a consequence, did they allow
that God accomplishes his purpose in and through the
free response of human wills to his initiative. On the con-
trary, they equated providence with destiny or fate
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(heimarmene). In the words of Cleanthes’s Hymn to Zeus,
translated by Seneca, Ducunt volentem fata, nolentem
trahunt (“Fate leads the willing, drags the unwilling on,”
Epistles 107:11).

CHRISTIANITY

Our primary evidence for Christianity is the teaching of
Christ himself. Christ taught that God is a Father who
cares for all his children individually. Therefore, they
must not be anxious or distressed; rather, they must trust
God absolutely (Matthew 6:25-33, 10:29-31). Further-
more, they must approach God freely in prayer in the
confidence that he will answer their requests (Matthew
7:7-11). St. Paul made two basic assertions: first, that we
know through Christ that God’s sovereignty is one of love
through which we are “more than conquerors” (Romans
8:35-39) and second, that God accomplishes his purpose
by cooperating with our wills, not by demanding our
submission to a fait accompli (Romans 8:14-16, Philippi-
ans 2:12—13). Hence, St. Paul, like Jesus, affirms the real-
ity of, and the necessity for, petitionary prayer.

Attempts have been made to see providence in
nature, history, and individual lives.

NATURE

The theist maintains that God acts in nature both ordi-
narily, through those laws which science formulates, and
extraordinarily, through miracles. Both modes of God’s
activity signify his wisdom and love to the believing
mind. Furthermore, many theists, following Thomas
Aquinas in his Fifth Way, believe that it is possible to base
an argument for God’s existence on the apparent traces of
design in nature, but it must be admitted that the fact of
evil constitutes prima-facie evidence against the existence
of a Designer who is both omnipotent and good.

HISTORY

To what extent can we interpret God’s purpose in terms of
a “pattern,” or “patterns,” discernible in historical events?
Here one can only summarize a general tendency among
modern theologians. Most of them would say that our abil-
ity to perceive a pattern or plan is restricted to the main
events of the Bible as interpreted by the prophetic and
apostolic writers. Perhaps we also have a right to see a
preparatio evangelica in the achievements of Greece and
Rome, but we cannot perceive an analogous plan in either
the secular or ecclesiastical history of the postbiblical era.
Thus, Josef Pieper writes, “Not that he who philosophizes
could reach the point of being able to identify in concreto

the character of an event in terms of salvation and disaster.
We are moving here within the realm of the mysterious—
in the strictest sense. And even for the believer, the history
of salvation ‘within’ history is not to be apprehended con-
cretely” (The End of Time, London, 1954, p. 23).

INDIVIDUAL LIVES

In regard to individual lives we must also distinguish
between a general belief in providence and a detailed
knowledge of its workings. St. Paul affirmed as a matter of
faith that “we know that in everything God works for
good with those who love him, who are called according
to his purpose” (Romans 8:28). But in 1 Corinthians
13:12 he admits that all our knowledge of God is indirect,
partial, and confused. Hence, any claim to see God’s pur-
pose in particular events is bound to be provisional and
incomplete.

See also Christianity; Cleanthes; Epictetus; Epicureanism
and the Epicurean School; Philosophy of Religion, His-
tory of; Plato; Seneca, Lucius Annaeus; Stoicism; Teleo-
logical Argument for the Existence of God; Thomas
Aquinas, St.
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PSEUDO-DIONYSIUS

The writings of Pseudo-Dionysius, first cited at the begin-
ning of the sixth century, have attracted interest partly
because the writer has been wrongly identified with
Dionysius the Areopagite, who was converted by St. Paul
at Athens, and also with St. Denis, the patron saint of

ENCYCLOPEDIA OF PHILOSOPHY

100

2nd edition



France. Neither of these identifications, however, is possi-
ble.

While the thought of Pseudo-Dionysius was a con-
tinuation of the Christian Platonism of the early Church
Fathers, it is directly influenced by the latest forms of
Neoplatonism, as found in Proclus. No other early Chris-
tian writer was so clearly influenced by a particular
philosopher. The influence of Pseudo-Dionysius on later
theologians, philosophers, mystics, and poets was
immense. John of Damascus and Thomas Aquinas were
both strongly influenced by him. Peter Lombard, Robert
Grosseteste, and Albert the Great also acknowledged their
debt to him. The poetry of Dante Alighieri and John Mil-
ton reflects his heavenly hierarchy.

Four of his treatises—“The Celestial Hierarchy,”
“The Ecclesiastical Hierarchy,” “The Divine Names,” and
“The Mystical Theology”—and ten of his letters are
extant. The problem of the one and the many in the trea-
tises is the problem of the relation of God to the universe,
both visible and invisible. The basic propositions of Pro-
clus were that every plurality participates in unity, is both
one and not one, and is other than the one itself. The
order of the universe is an order that depends on the ulti-
mate unity. It is arranged in different orders of being that
descend from and ascend to the first principle. This hier-
archical view of the universe goes back to Plato and Aris-
totle and is found in Philo and the Gnostics, as well as in
later Platonism. Proclus and Pseudo-Dionysius represent
the final stage of the idea in the ancient world, and
Pseudo-Dionysius is the chief transmitter of the idea to
later times.

The four treatises exhibit the sequence of Dionysius’s
thought. Those on hierarchies show the descent and
return of the divine goodness, “The Divine Names” shows
the nature of God, and “The Mystical Theology” shows
the way by which the knowledge of God may be found.

THE HIERARCHIES

“The hierarchy is a holy order, a knowledge and an activ-
ity which assimilates to the divine nature as far as possi-
ble and which through the light granted from God is
raised in due proportion to the imitation of God” (“The
Celestial Hierarchy” III, I). The celestial hierarchy con-
templates the divine perfection and shares in it, reflecting
its light down through its several ranks: Seraphim,
Cherubim, Thrones, Dominions, Powers, Authorities,
Principalities, Archangels, and Angels. The members of
the highest hierarchy are nearest to God and share most
fully his vision and his likeness. The other members of the
hierarchy become more symbolic and corporeal as they

PSEUDO-DIONYSIUS

descend. Each member of the hierarchy comes directly
from God, in contrast with the emanations of Proclus,
which produce one another. The Christian doctrine of
creation makes the unity of the hierarchy that of spiritual
communion rather than that of progressive generation.
On Earth the ecclesiastical hierarchy continues the celes-
tial hierarchy in visible form, with Jesus at the top of this
hierarchy as God is at the summit of the celestial hierar-
chy. The members of the hierarchy in descending triads
are chrism, communion, and baptism; bishops, priests,
and deacons; monks, laity, and catechumens.

“THE DIVINE NAMES”

The third treatise discusses the names given to God.
These names cannot describe God but must be under-
stood in a special sense, since God is above all reason,
speech, being, and name. He is above being yet the cause
of being, and may be said to be only in a higher sense. His
names are not derived from himself but from the mani-
festation of his providence. He is both nameless and
many-named. He is in the world, around the world, above
the world, and above the heavens. He is sun, star, fire,
water, wind, dew, cloud, stone, and rock—and none of
them. Knowledge of God comes through prayer, which
draws men to him so that they may know his goodness.
How can such a God be the sovereign creator of a world
in which evil exists? Only because evil is not real but sim-
ply the absence of good. “Evil is then a deprivation,
defect, weakness, disproportion, error, and the absence of
purpose, beauty, life, understanding, reason and perfec-
tion.” When night falls, there is nothing positive in its
darkness but simply the absence of light. Evil is simply the
absence of goodness.

“THE MYSTICAL THEOLOGY”

“The Mystical Theology” describes the way to the knowl-
edge of God by the Neoplatonic method of abstracting
visible and invisible qualities until one comes to the
knowledge of God by negation or removal. This knowl-
edge of God is mystical and ineffable rather than philo-
sophical and theological, and it involves complete
cessation of thought and speech. One penetrates the
darkness that is above intelligible things, and in absolute
silence one is united to the ineffable. God is absolutely
unknowable, and the ecstasy that unites with him is both
total ignorance and a knowledge beyond reason.

The distinctive quality of Pseudo-Dionysius is found
in the extreme statement of two things—the unity of the
world and the unity of God. The unity and order that the
divine goodness imposes on the universe is described
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most concretely and explicitly. The unity of God is
described in negative terms that isolate it completely
from all else. The extreme statement of these two oppo-
site things enabled Pseudo-Dionysius to influence suc-
ceeding thinkers in their account of an ordered world and
of a transcendent God. The opposition is inherent in all
Platonism if not in all philosophy. Its explicit exposition
is therefore of value.

See also Albert the Great; Aristotle; Dante Alighieri; Gros-
seteste, Robert; John of Damascus; Milton, John; Neo-
platonism; Patristic Philosophy; Peter Lombard; Plato;
Platonism and the Platonic Tradition; Proclus; Thomas
Aquinas, St.
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PSEUDO-GROSSETESTE

Pseudo-Grosseteste was the anonymous author of a
Summa Philosophiae, written between 1265 and 1275.
Because of the reference in the Summa to Simon de
Montfort’s death (1265), it could not have been written
by Robert Grosseteste, who died in 1253. Bartholomew of
Bologna, Robert Kilwardby, and a disciple of Roger Bacon
have all been suggested as the author, but there is no con-
sensus. It does seem probable, however, that he was Eng-
lish and was either a Franciscan or a secular.

The Summa, which begins with a history of philoso-
phy similar to that found in Bacon’s Opus Maius, is a
work of considerable subtlety and sophistication, an
advanced product of the so-called Augustinian school. It
holds that there is a universal wisdom in which both
ancients and moderns share, perfected however by Chris-
tian revelation. Those concerned with wisdom are
theosophists, to whom truth is directly revealed; theolo-
gians, who systematize and make more clear what has
been revealed to the theosophists; and philosophers. The
first two groups are concerned with the infallibly true,
and their proper study is of matters relevant to human
salvation. Philosophy, on the other hand, while it may
often be in error, is completely unrestricted in its scope
and may undertake to explain the natures and causes of
all things whatsoever.

The Summa then treats the whole range of meta-
physical questions in separate treatises, beginning with
truth and the necessary existence of an uncreated being
and ending with psychology, light, the four elements,
meteors, and minerals. Its characteristic metaphysical
positions are derived largely from the author’s explicit
hylomorphism. Every created thing is composed of mat-
ter and form. Prime matter, the mark of contingency, is
not corporeal but is unextended and has three insepara-
ble properties: It is in potency to every form; it has a
desire for form; and it is privation of form. Insofar as it is
privation of form it is the cause of instability; but its
desire for form is a tendency toward stability. It first
receives universal form, that is, substance. Substance, or
substantial form, is either corporeal or incorporeal and
individuates matter. It receives further perfections from
other forms, so that there is a plurality of forms in any
given body. This leads the author to reject the distinction
(except as one of reason) between essence and existence.
It also leads him to insist that the Intelligences are com-
pounded of matter and form and differ both according to
species and individuality. The human soul, like the Intel-
ligences, is an incorporeal intelligent substance, but
unlike them is capable of being joined to a body as well as
of existing separately; it too is composed of matter and
form. In these points, as in many others throughout the
Summa, the author seems to be correcting what he con-
siders the errors of Thomas Aquinas.

See also Augustinianism; Bacon, Roger; Essence and Exis-
tence; Grosseteste, Robert; Kilwardby, Robert; Revela-
tion; Thomas Aquinas, St.
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PSYCHE

“Psyché” in Homer first means life and later means a
departed life or ghost. The first identification with soul in
the sense of the conscious self is found perhaps in Ionia,
and the earliest full identification with the rational as well
as with the emotional side of personality has been attrib-
uted to Socrates. In all this there was no opposition
between soul and body. The doctrine that the soul is a
prisoner in the body that Plato took from Orphic doc-
trine had reached Greece, perhaps from Scythia, before
the time of Pythagoras, probably in association with a
doctrine of transmigration. Plato, in the Phaedo, while
recognizing that most people do not believe in survival
after death (80D), propounded a view that combines the
Socratic and Orphic attitudes. In the tripartite soul of the
Republic, however, it is the rational part alone that is
immortal; this was also Aristotle’s view.

The majority of the pre-Socratics regarded the uni-
verse as a quasi-living organism, and this view also found
expression in Plato’s doctrine in the Timaeus of a world
soul as a source of orderly motion in the universe. Aristo-
tle presented a developed human and animal psychology
in his analysis of the soul in the De Anima and elsewhere.
Whereas Plato regarded the soul as a substance separate
from the body, Aristotle’s final view treated it as the form
of a living body. For the Stoics the soul is an aspect of the
all-pervading cosmic logos, while for the Epicureans it is
a combination of especially smooth atoms. Within Chris-
tian theology Augustinians follow an essentially Platonist
view, while Thomists prefer Aristotle’s approach.

See also Aristotle; Augustinianism; Epicureanism and the
Epicurean School; Homer; Orphism; Plato; Platonism
and the Platonic Tradition; Pre-Socratic Philosophy;
Pythagoras and Pythagoreanism; Socrates; Stoicism;
Thomism.
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PSYCHOANALYSIS

The term psychoanalysis pertains to the theory, therapy,
and method of inquiry created by Sigmund Freud
(1856-1939). The origin of psychoanalysis is often traced
to Freud’s Interpretation of Dreams (1900), but some of its
key elements can be found in his earlier writings, espe-
cially his Studies on Hysteria (1895), cowritten with Josef
Breuer.

FREUDIAN THEORY

“Freudian theory” is not a single theory but a set of
smaller ones, at least some of which are familiar to most
philosophers and educated people. One of the most sig-
nificant and best known of these is Freud’s theory of
dreams.

Freud theorized that all dreams are fulfillments of
repressed infantile wishes. During sleep, these repressed
wishes can enter into the dreamer’s consciousness, but
only in a disguised form, after the dream censor has
altered their appearance. Freud calls what survives the
dream censorship the “manifest content”; what exists
prior to the censorship is the dream’s “latent content.” By
having a patient free associate to a dream’s manifest con-
tent, Freud hoped to determine the dream’s latent content
and ultimately to glean information about a patient’s
unconscious conflicts.

In The Interpretation of Dreams, Freud distinguishes
three areas of the human mind: consciousness, the pre-
conscious, and the unconscious. Consciousness contains
all that we are immediately aware of; the preconscious
contains mental contents that we can easily become aware
of; and the unconscious contains mental contents that
cannot be brought to consciousness except through the
use of psychoanalytic therapy.

The reason that unconscious ideas cannot readily be
brought to consciousness, according to Freud, is that they
are repressed. Repression and the unconscious are closely
linked in his early writings: “Thus we obtain our concept
of the unconscious from the theory of repression. The
repressed is the prototype of the unconscious for us”
(Freud 1923, p. 15). On his early theory of the dynamic
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unconscious, what is repressed is unconscious and what is
unconscious is repressed.

On September 26, 1922, however, Freud read a short
paper at the Seventh International Psycho-Analytical
Congress, “Some Remarks on the Unconscious,” in which
he indicated dissatisfaction with his theory. In an abstract
of the paper (the abstract may have been written by Freud
himself), it is noted that the speaker (i.e., Freud) had
retold the history of the development of the theory of the
unconscious and had pointed out that it had been
deemed necessary to equate the dynamic unconscious
with the repressed. “It has turned out, however, that it is
not practicable to regard the repressed as coinciding with
the unconscious and the ego with the preconscious and
conscious. The speaker discussed the two facts which
show that in the ego too there is an unconscious, which
behaves dynamically like the repressed unconscious....”
(author unknown, 1923, p. 367). The two facts are resist-
ance proceeding from the ego during analysis and an
unconscious sense of guilt.

This short paper and its abstract anticipated the pub-
lication of his The Ego and the Id (1923), in which Freud
makes another important modification of his earlier
views. Here he introduces the expression “das Es” (“the
it”), which he explicitly borrows from Georg Groddeck; it
has been translated by Freud’s English translators as “the
id” On his new theory, the structural theory, the uncon-
scious is not equated with the repressed. All that is
repressed is unconscious, but some of what is uncon-
scious is not repressed. Some of what is in the id is
repressed, but some of it is not. In addition, Freud now
divides the mind into the id, ego, and superego.

The ego is held to be partly conscious and partly
unconscious. It negotiates the demands of the outside
world and those of the id and the superego. The id is
largely unknowable, according to Freud, but we can know
that it exists and know some of its properties. The id is
entirely unconscious; it seeks satisfaction only of its
instinctual needs, and it is the source of much psychic
conflict. The superego develops out of the ego and main-
tains a system of ideals, values, and prohibitions.

At first, Freud tended to equate repression and
defense, but in later works he classifies repression as but
one type of defense. Other defense mechanisms include
projection, reaction formation, sublimation, isolation,
and regression. Despite his work on these other types of
defenses, Freud still held that repression was the most
important type of defense. In fact, he saw repression as
the “cornerstone” of the whole structure of psychoanaly-
sis.

Freud appealed to repression as the important causal
determinant of parapraxes, which include memory mis-
takes, slips of the tongue, and neuroses, although not all
neuroses. What Freud called “actual neuroses,” including
anxiety neuroses and neurasthenia, are caused by events
in later life and are not explainable by Freudian theory.
What Freudian theory does purport to explain are the
“psychoneuroses,” such as obsessional neurosis, hysteria,
and depression. The psychoneuroses are said to arise
from the repression of erotic wishes; their symptoms are
“compromise formations”—they represent a solution to
unconscious conflicts among the id, ego, and superego.

Another significant Freudian theory concerns sexual
stages of development. Each of us, it is theorized, goes
through four such stages. In the first year, the infant
passes through the oral stage, during which its mouth is
its primary source of pleasure. The focus then changes in
the anal stage, where, during the next three years or so,
the infant’s interest shifts to its anus. From three to five
years, the child passes through the phallic period, and its
genitals are of major interest. There is then a latency
period lasting until puberty, when an interest in sex
reemerges.

How a child reacts to events during the various stages
of sexual development can help determine its adult per-
sonality. Both Freud and his followers theorized that cer-
tain personality clusters, such as obstinacy, parsimony,
and orderliness, were causally linked to specific events in
one or other of the infantile stages of development.

In addition to the four stages of sexual development,
Freud postulated another stage, the oedipal phase, lasting
roughly from age three to five years. During this period,
the male child unconsciously desires to possess his
mother sexually, but because of perceived threats from his
father, the child develops what Freud terms the “oedipal
complex.” The boy begins to fear that his father will cut
off his penis and develops castration anxiety. Freud’s first
published discussion of castration anxiety occurs in his
discussion of the case of Little Hans (1909), whose
mother told him that if he continued to touch his penis,
she would ask the doctor to cut it off.

Some Freudians postulate in little girls a complex
analogous to the oedipal complex, the “electra complex.”
It was Carl Jung, however, not Freud, who introduced this
concept. Freud himself doubted that the concept was use-
ful and even that the phenomenon occurred (Freud 1931,
p. 229).
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PSYCHOANALYTIC THERAPY AND
METHOD OF INQUIRY

Standard psychoanalysis, or “analysis,” has certain fea-
tures that distinguish it from other types of psychother-
apy. The analysand, the patient, reclines on a couch, while
the analyst remains out of sight. The therapy is scheduled
for four or five times per week, and, in contrast to short-
term psychoanalytically oriented psychotherapy, it typi-
cally lasts three years or more.

Some analysts distinguish three phases of an analysis:
the beginning, middle, and end. In the beginning phase,
the analyst has a preliminary consultation with the
patient, sets the fee schedule, determines (in consultation
with the patient) the days and hours of analysis, and
decides whether the patient is a suitable candidate for
analysis. The initial phase of the analysis can last from a
week or two to several months.

In the middle phase, which can last years, the heart of
the analysis take place. The patient is instructed to report
childhood memories and dreams and to free-associate
about their contents, saying whatever comes to mind
without pause or hesitation. The main methods of
inquiry used by the analyst are free association and inter-
pretation. The analyst uses the observed data from the
patient’s free associations in conjunction with other
observations from the therapy sessions to form prelimi-
nary interpretations, or hypotheses, about the cause of
the patient’s problems. These hypotheses are modified as
the analysis progresses, with the analyst taking into
account some very important factors that tend to emerge
later in the analysis.

One of these factors is resistance. Freud explained the
resistance that eventually emerges as the attempt to
defend against remembering what has been repressed.
Resistance can take different forms, including certain ver-
balizations, expressions of recalcitrant attitudes, and the
unwillingness to free-associate. In his Inhibitions, Symp-
toms, and Anxieties (1926 [1925], p. 159), Freud refers to
the patient’s resistance as “the resistance of the uncon-
scious.”

The solution to the resistance problem is to let the
patient “work through” the resistances:

One must allow the patient time to become
more conversant with this resistance with which
he has now become acquainted, to work through
it, to overcome it, by continuing, in defiance of
it, the analytic work according to the fundamen-
tal rule of analysis. Only when the resistance is at
its height can the analyst, working in common
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with his patient, discover the repressed instinc-
tual impulses which are feeding the resistance;
and it is this kind of experience which convinces
the patient of the existence and power of such
impulses. The doctor has nothing else to do than
to wait and let things take their course, a course
which cannot be avoided nor always hastened”
(1914, p.155).

Another significant factor, one of “undreamt-of impor-
tance” (Freud 1940, p. 174), is transference. In the course
of the analysis, the patient comes to see the analyst as the
reincarnation of some important figure in his or her past
and “transfers” to the analyst the negative or positive feel-
ings formerly directed to the figure from the past. An
important part of the analysis consists of the analyst’s
attempt to analyze the overt manifestations of the
patient’s transference in order to reach a final interpreta-
tion of the patient’s problems.

In the third and last phase of the analysis, the final
interpretation is revealed to the patient: The repressed is
made conscious. Yet no mere telling of the interpretation
is likely to have any lasting therapeutic effect unless the
ego has been strengthened enough to enable the patient’s
acceptance of the interpretation.

In Analysis Terminable and Interminable (1937),
Freud gives two criteria for terminating the analysis: first,
symptom relief, with the patient overcoming his anxieties
and inhibitions; and, second, the analyst’s judging that so
much material has been made conscious and so much
resistance conquered that there is no need to fear a repe-
tition of the pathological processes that caused the
patient’s problems. These criteria are relevant to deciding
in one sense, Freud says, if there is to be “the end of an
analysis,” but in another sense, more is required. In asking
whether the analysis is at an end in this second sense, we
are asking whether the analyst has had such a far-reach-
ing influence on the patient that no further change could
be expected to take place in him if his analysis were to
continue. “It is as though,” Freud writes, “it were possible
by means of analysis to attain to a level of absolute psy-
chical normality,” as though the analyst had succeeded in
resolving every one of the patient’s repressions (1937, pp.
219-220).

The above material contains the main outlines of
Freud’s most important theories, his method of inquiry,
and his therapy, but not all of his theories are covered,
and important details are necessarily omitted. For brief
discussions of additional psychoanalytic concepts, see B.
Moore and B. Fine (1990); for more detailed discussions
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of nearly all of Freud’s theories, the history of the psy-
choanalytic movement and its development in countries
around the world, and the contributions of other major
figures to the development of psychoanalysis, see E.
Erwin (2002).

FISSURES IN THE MOVEMENT

In the early years of the psychoanalytic movement, two
serious schisms occurred: Alfred Adler (1870-1937)
broke with Freud in 1911 and, at approximately the same
time, Carl Jung (1875-1961) began fighting with Freud
and in 1914 resigned from the International Psycho-
analytical Association. These figures disagreed with Freud
about several matters, but especially about the theoretical
importance placed by Freud on infantile sexuality.

After breaking with Freud, Adler went on to develop
his own general psychology. One of his key ideas is that
the psychologically disturbed individual suffers from
extreme feelings of inferiority. One of the main goals of
Adlerian therapy is to eliminate this feeling of inferiority
and to put in its place a feeling of community and con-
nectedness with others. Carl Jung also developed his own
type of psychotherapy and along with it a rich and com-
plex theoretical framework that included the postulation
of the collective unconscious, his theory of archetypes,
and his distinction between “extroverts” and “introverts.”

One could view the theorizing of Adler and Jung as
taking psychoanalysis in new directions, but their theo-
ries are so radically different from Freud’s that it is doubt-
ful that either’s theory or therapy is a form of
psychoanalysis at all. When Adler left—or rather was
pushed out of—the Vienna Psycho-Analytical Society, he
started his own group, “The Society for Free Psycho-
Analysis,” but he quickly changed the name of his theory
to “Individual Psychology,” a step for which, Freud said,
“we are all thankful” (“There is room enough on God’s
earth, and anyone who can has a perfect right to potter
about on it without being prevented; but it is not a desir-
able thing for people who have ceased to understand one
another and have grown incompatible with one another
to remain under the same roof” [Freud 1914, p. 52]).
Jung, like Adler, also did not characterize his theory or
therapy as a form of psychoanalysis; he preferred the
name “analytical psychology.”

Long after the departure of Adler and Jung, other
cracks developed in the psychoanalytic movement, but
these were much smaller. One of the first of these resulted
from the work of Melanie Klein, a Budapest psychoana-
lyst who in 1926 moved to London, where she continued
her work analyzing children. Klein saw herself as contin-

uing Freud’s work, although she did depart from his the-
ories in certain respects, such as postulating the occur-
rence of oedipal conflicts in little girls and at an earlier
time than specified by Freud’s theory. Klein claimed to
have made a series of important discoveries about
infants, including their having a terrifying mental life,
populated by beasts and monsters, and having cannibal-
istic urges causally linked to earlier contact with the
mother’s breast. Anna Freud, also working in London at
the same time, strongly disagreed with some of Klein’s
theorizing and managed to win the support of the Vienna
Psycho-Analytical Society in condemning Klein’s views.
The result was a bitter dispute between the “Kleinians”
and London psychoanalysts who sided with Anna Freud.

A second division occurred because of the develop-
ment of ego psychology, the groundwork for which was
laid first by Freud’s The Ego and the Id (1923) and devel-
oped further by Anna Freud in her work The Ego and the
Mechanisms of Defense (1946 [1936]). Ego psychology
began to flourish within the psychoanalytic tradition
with the publication of Heinz Hartmann’s Ego Psychology
and the Problem of Adaptation (1958 [1939]). Hartmann
and his colleagues did not see themselves as breaking with
the Freudian tradition in any serious way, but they placed
far more emphasis than did Freud on the role of the ego,
while greatly reducing the theoretical significance of the
id and superego.

Two further theoretical sharp turns occurred in the
second half of the twentieth century with the develop-
ment of object-relations theory and self psychology, now
two of the most dominant forms of psychoanalysis.

Object-relations theory developed out of the work of
British psychoanalysts, among them Melanie Klein, W. D.
Fairbairn, and D. W. Winnicott. This theory is also asso-
ciated with the work of psychoanalysts living in the
United States, such as Otto Kernberg. According to
traditional Freudian theory, there exists in each in-
dividual biological, instinctual urges, the mental repre-
sentation of which are referred to as “drives.” There are
two sorts of drives: the sexual drive and the drive for

self-preservation. Object-relations theorists reject
Freud’s biologically oriented drive theory and argue that
the infant is motivated not by instinctual urges but by the
need to relate to another person, such as the mother.
Freud, like the object-relations theorists, also used the
term object in his discussion of infants, but he was refer-
ring not to people or things external to the infant but to
the child’s mental representation of them.

In contrast, object-relations theorists tend to refer to
things or persons in close proximity to the infant as
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“objects,” but, somewhat confusingly, the theory also talks
of “internalized objects,” which clearly are not objects in
the external world. One leading theorist, W. D. Fairbairn,
in his Psychoanalytic Studies of the Personality (1952, p.
137) distinguishes between “objects” and “internalized
objects” in terms of a contrast between normal and
pathological psychology. In the object-relations theory,
psychology becomes “the study of the relationships of the
individual to his objects, whilst, in similar terms, psy-
chopathology may be said to resolve more specifically
into a study of the relationships of the ego to its internal-
ized objects” (Fairbairn, 1952, p. 137).

In self psychology, the key theoretical concept, that of
a “self object,” also has a double use; it is sometimes
applied to persons and at other times to their mental rep-
resentations. Self psychology was developed by Heinz
Kohut and his colleagues. Kohut became known for his
theory of the narcissistic personality disorder, said to have
a different etiology from the “transference neuroses”
talked about by Freudian theory. This disorder, Kohut
claimed, can be recognized partly by observing its distinct
symptoms and partly by analyzing the different types of
transference that develop in the course of the analysis: a
mirroring, idealizing, and twinship transference. Each of
these transferences reflects the failure of a parent to
respond adequately to a different type of need of the
infant, such as the child’s need to confirm its own sense of
greatness (the need for a “mirroring” response) or the
need to experience others who resemble it (the need for a
“twin” response). The result of these failures to respond is
the narcissistic pathology, the subsequent failure of the
narcissistic person to develop an intact self.

THE CURRENT STATUS OF
PSYCHOANALYSIS

Freud’s theorizing has had an enormous influence on
psychiatry, clinical psychology, art, cinema, literature,
religion, anthropology, history, biography, sociology, and
philosophy. The remnants of his theorizing survives
through the work of individual psychoanalysts and the
work of the psychoanalytic institutes and associations
that exist in the United States, Great Britain, Brazil, Swe-
den, Finland, Mexico, South Africa, France, Austria, and
in many other countries.

The work of the breakaway theorists, Alfred Adler
and Carl Jung, has been considerably less popular than
Freudian theory, but their theories have nonetheless been
influential and are still accepted by many. Many Adlerians
belong either to the International Association for Indi-
vidual Psychology or to the North American Society of
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Adlerian Psychology. There are also Alfred Adler insti-
tutes and schools in Chicago, San Francisco, Washington,
New York, and other cities.

Many adherents of the theories of Jung belong to the
International Association for Analytical Psychology. C. G.
Jung institutes and societies are located in this country in
New York, Seattle, Portland, Boston, Los Angeles, and
other large cities, and in Canada, Australia, Great Britain,
and other countries.

The continued influence of various psychoanalytic
theories is important, but there is also the question of
truth: How much of psychoanalytic theorizing is at least
approximately true? Some of the things that Adler and
Jung said were rather commonsensical and not contro-
versial or original. If we subtract these propositions, how
many of their distinctive and original claims have been
shown to be true? Not very many. There are few, if any,
formal empirical studies of their theories. The verdict
must be that their theories remain little more than inter-
esting but unproven conjectures.

The work of the ego psychologists, the object-
relations theorists, and the self psychologists has been the
subject of more empirical inquiry, but there is nothing
that can be said to constitute a firm body of supporting
evidence for any one of these modifications of Freudian
theory. This fact has led one prominent psychoanalyst to
point out that the developments in ego psychology were
not prompted by new data in the psychoanalytic situation
but by the recognition of obvious deficiencies in Freudian
theory, and that none of these three theories has reme-
died the epistemological and methodological difficulties
associated with Freudian theory (Eagle 1993).

The sheer quantity of the empirical evidence for
Freudian theory and therapy is far greater than that of its
newer psychoanalytic rivals. It includes not only Freud’s
case studies but also the published case studies of many of
his followers, data from anthropology and the “psy-
chopathology of every day life,” and more than 1,500
experimental studies. There are also Freud’s arguments to
consider: They are designed to show that even without
the benefit of controlled studies, his theories receive pow-
erful support from the data obtained from psychoanalytic
case studies.

In evaluating the Freudian evidence, one issue con-
cerns its subject. There is a watered-down, commonsen-
sical version of Freud’s theories and there are the original,
distinctively Freudian versions articulated and modified
over the years principally by Freud himself. On the
watered-down version, the unconscious exists if a person
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has mental states that exist below the threshold of con-
sciousness, whether or not these states can be brought to
consciousness without the aid of psychoanalysis. Repres-
sion is said to occur whenever one tries to keep some-
thing painful out of consciousness, which obviously
happens when one tries to forget a sad love affair or a
hurtful insult. There are “Freudian slips,” it is said, if peo-
ple make linguistic mistakes with sexual innuendoes,
regardless of what causes the errors. Defense mechanisms
such as “projection,” “reaction formation,” and “displace-
ment” are said to be operative so long as certain types of
defensive behavior are displayed, such as attributing to
others one’s own faults or doing just the opposite of what
one would like to do, no matter what causal mechanism
explains the behaviors.

The evidence for some of the best-known hypotheses
of the popularized, watered-down version of Freudian
theory is quite strong but not new: the evidence for some
sort of unconscious mind, intentional forgetting, slips of
the tongue, and defensive behaviors was known to psy-
chologists and philosophers of the nineteenth century,
before Freud invented psychoanalysis. Recent historical
research has shown that even many of Freud’s seeming-
ly distinctive ideas were anticipated, not merely in
some vague way but in detail, by the philosophers
Arthur Schopenhauer (1788-1860), Friedrich Nietzsche
(1844-1900), Eduard von Hartmann (1842-1906), and J.
F. Herbart (1776-1844) (Zentner 2002).

If we limit the discussion to what is distinctively
Freudian, scholars still disagree about what the evidence
shows. Some still claim that the evidence gleaned from
clinical case studies strongly supports some parts of
Freudian theory, although that view is losing adherents
even among Freudians, partly or largely due to the
trenchant and systematic criticisms of the Freudian clini-
cal evidence by the philosopher Adolf Griinbaum (2002).
If, as Griinbaum argues, the clinical evidence has little
probative value with respect to Freudian theory, that
leaves mainly the Freudian experimental evidence, said by
some to firmly support some central parts of the
Freudian corpus (Kline 1981, Fisher and Greenberg
2002). Another review of the very same experimental evi-
dence concludes that it provides almost no support for
any distinctively Freudian hypothesis (Erwin 1996).

As regards Freud’s therapeutic claims, there are
uncontrolled case studies and correlational studies of
long term orthodox psychoanalytic therapy, but there has
never been a randomized clinical trial studying its effects.
Two retrospective studies of long-term psychoanalysis
have been published in recent years; some analysts argue

that despite their lack of controls, they provide support
for the effectiveness of psychoanalysis because of the
employment of novel statistical techniques or the pres-
ence of other features that obviate the need for experi-
mental controls. These studies and the claims on their
behalf are criticized in Erwin (2002).

See also Freud, Sigmund.
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PSYCHOANALYSIS,
EXISTENTIAL

See Existential Psychoanalysis

PSYCHOANALYTIC
THEORIES, LOGICAL
STATUS OF

Since psychoanalysis fails to conform to currently
accepted methodological models, its prominence on the
contemporary scene constitutes a challenge to the
methodologist. He must either revise his canons or show
the psychoanalyst the error of his ways. Both tacks have
been tried, but thus far the second has predominated.
This entry will be confined to methodological problems
raised by psychoanalytic theory, though as we shall see,
such problems cannot be pursued very far without run-
ning into questions concerning the clinical interpretation
of particular cases.

CONTENT OF PSYCHOANALYTIC
THEORY

Within psychoanalytic theory there are diverse strands,
and the relations between them are by no means obvious.
For one thing, there are theoretical ideas at different lev-
els. Fairly close to actual clinical practice are found the
concepts of repression, regression, projection, reaction
formation, and transference. At a higher level there is a
theoretical model of the mind in terms of psychic energy,
which gets attached to various ideals, the transformations
of which are governed by quasi-mechanical principles.
This is, in fact, designed to be a perfectly general model of
the mind, in terms of which, in the last analysis, all psy-
chological processes and states may be conceived. At this
level we have also the division of the psyche into the
three systems—id, ego, and superego—together with an
account of their properties and interrelations.

In addition to the distinction between levels, we have
the distinction between developmental and dynamic the-
ories. In the first group is the theory of psychosexual
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stages—oral, anal, genital—according to which there is a
biologically determined order, beginning from infancy, in
which first one, then another, area of the body is maxi-
mally sensitive to pleasurable stimulation and according
to which certain personality traits predominate as one or
another stage is prolonged or transcended only with dif-
ficulty. For example, passivity and lack of initiative are
associated with the oral stage, during which sensuous
pleasure comes mostly from taking things into the
mouth.

By contrast, the dynamic theories have to do with
processes that take place, or can take place, over a short
span of time or at least within the same stage of a person’s
life. Under this heading we have, for example, the theory
of defense mechanisms, according to which the person
will defend himself against dangerous impulses by vari-
ous devices—going to the other extreme (reaction for-
mation), attributing the impulses to someone else
(projection), and so on. One of the reasons that the dis-
tinction between developmental and dynamic theories is
important is that many of the philosophical difficulties
raised about psychoanalytic theory center on the notion
of unconscious psychic processes, and such processes are
more central in dynamic than in developmental theories.

In order to have something fairly definite to work
with, let us take the following to be an oversimplified for-
mulation of the psychoanalytic theory of psychic conflict,
which is basic to all the dynamic theories.

(1) When it is very painful for a person to be aware
of the fact that he has a certain desire, he represses it (pre-
vents it from becoming conscious). The pain may stem
from a severe conflict between the desire and the person’s
standards for himself, from fear of the consequences of
attempts to satisfy the desire, or from both.

(2) Repressed psychic material exhibits primitive,
infantile features. These include the lack of sharp distinc-
tions, which is in turn conducive to the formation of
strong associations between a certain desire and many
other, often irrelevant, things and a tolerance for lack of
realism and for incompatibility of one’s desires and
thoughts.

(3) A repressed desire (which continues to exist as a
desire) can be partially satisfied by happenings, in actual
occurrence or in fantasy, which are associated with the
object of the desire.

(4) When the substitute satisfactions themselves
arouse too much anxiety, the person seeks to ward them
off, often in equally derivative ways.
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This basic theory is then applied to the explanation
of dreams, slips of the tongue, and neurotic symptoms by
studying the ways in which such phenomena constitute
substitute satisfactions of repressed desires and/or
defenses against such satisfactions.

An illustration of these ideas is presented by Sig-
mund Freud in Lecture 17 of his General Introduction to
Psychoanalysis. A girl has, for obvious reasons, repressed a
strong desire for sexual intercourse with her father. In the
unconscious, various things happen to this desire and the
ideas involved in it. The dread of carrying out the act gen-
eralizes to a dread of sexual activity of any sort. An asso-
ciation is formed between sexual intercourse and
breaking a vase. The bolster at the back of the bed is pic-
tured as the girl’s father and the back of the bed as her
mother. The pressure of this repressed material becomes
so great that the girl develops a compulsion to go through
an elaborate ritual before going to sleep at night. She
arranges the vases in her room so that breakage is impos-
sible, thus symbolically guarding against sexual inter-
course, and she takes care lest the bolster touch the back
of her bed, thus achieving a substitute satisfaction for her
desire to keep her father and mother apart.

METHODOLOGICAL PROBLEMS

Some of the philosophical objections to psychoanalytic
theory can easily be shown to have little or no force. For
instance, some philosophers object that the theory postu-
lates unobservable entities; others believe that it is self-
contradictory to speak of unconscious mental processes,
for what is mental is, by definition, conscious.

In answer to the first objection, it can be pointed out
that this practice is common in the most respectable parts
of science. Electromagnetic fields and energy quanta are
as unobservable as unconscious fantasy. They are,
nonetheless, scientifically legitimate because of the func-
tions performed by the theories embodying them, a point
to which we shall return. In answer to the second objec-
tion, it may be admitted that psychoanalytic theory
involves some stretching of such terms as “desire” and
“thought” (as in the unconscious thoughts believed to
underlie the conscious content of a dream). But, again,
this is standard practice in scientific theorizing. The sub-
microscopic particles postulated in the kinetic theory of
gases are modeled on familiar physical objects, like base-
balls, except that they lack some of the properties of base-
balls, like color and texture, and they possess perfect
elasticity. One may as well say that it is a contradiction to
speak of physical particles that have no color. Difference
from familiar concepts is not in itself fatal. Again, the cru-

cial question is what can be done with the concepts thus
derived.

The serious difficulties emerge when we try to deter-
mine whether psychoanalytic concepts have the kind of
status that is required for scientific validity and fruitful-
ness. This problem has two closely related parts. (1) Do
psychoanalytic terms have any empirical significance, and
if they do, how can it be exhibited? (2) How can theoret-
ical principles couched in these terms be put to an empir-
ical test? These questions become two sides of the same
coin if we make certain assumptions that are widely
shared by contemporary philosophers of science. First, a
term has the kind of semantic status required for science
if and only if statements in which it figures have implica-
tions for what would be experienced under certain cir-
cumstances. Second, one brings out a term’s empirical or
scientific significance, as contrasted with its pictorial
associations, by tracing out such implications. Third, it is
only if statements have such implications that they can be
put to an empirical test. Given these assumptions, we can
deal with the two questions simultaneously. By showing
how statements involving the term repress give rise to
implications of a sort that make an empirical test possi-
ble, we will at the same time be showing what scientific
significance the term has over and above any of its picto-
rial associations—for example, a man firmly clamping a
lid down on a pot of molten metal. With this equivalence
in mind, the following discussion will be explicitly
directed to the second question: How can the theoretical
principles of psychoanalysis be empirically tested?

There is a commonly accepted doctrine, largely
derived from a consideration of physics, according to
which a theory involving unobservables gets empirical
significance by virtue of the fact that it, together with
subsidiary assumptions, implies various general lawlike
hypotheses that can be directly tested empirically. In this
way the theory can be assessed in terms of the extent to
which it succeeds in explaining and unifying a variety of
lower-level laws that have been empirically confirmed
and, on the negative side, the extent to which it does not
imply lower-level hypotheses that have been empirically
disconfirmed. The Bohr theory of atomic structure,
which represents an atom as a sort of miniature solar sys-
tem with electrons revolving in orbits around the
nucleus, cannot be tested directly, for an individual atom
cannot be observed. However, from the theory we can
derive a variety of testable hypotheses—for instance,
those concerning the constitution of the spectrum of the
light emitted from a given element.
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DERIVING TREATABLE HYPOTHESES

One might well expect to have difficulty deriving testable
hypotheses from psychoanalytic theory. The theory rep-
resents the postulated unconscious processes mediating
between events that are accessible to either introspection
or observation, just as do unobservable processes within
the atom in the Bohr theory.

In a typical sequence we start with conscious Oedipal
desires in a child. Tentative attempts at satisfaction of the
desires are met with violent opposition, and as a result the
child builds up strong fear and/or horror of the realiza-
tion of the Oedipal desires. Thus far, everything is, in
principle, directly accessible to one or more observers.
Then, according to the theory, the complex of desires,
fears, and guilt is repressed, whereupon it undergoes var-
ious transformations, the exact nature of which is influ-
enced by things that happen to the person, these things
again being directly observable. In particular, the associa-
tions formed in the unconscious are largely determined
by conscious experiences of the person. Finally, the
unconscious complex is manifested in various ways—
dreams, memory failures, slips of the tongue, compul-
sions, obsessions, psychosomatic illnesses—all of which
are again accessible to experience. This being the case, one
would suppose that the theory would yield general
hypotheses to the effect that whenever strong desires of a
certain kind are met with strong internal and/or external
opposition, then (perhaps with the further assumption of
certain kinds of intervening experiences) abnormal
symptoms of certain kinds will be forthcoming. In other
words, since unconscious psychic processes are supposed
to provide connecting links between observables, a theory
about them should imply that certain antecedent observ-
ables would lead to certain consequent observables.

In fact, however, we find little of this. Some attempts
have been made to derive hypotheses about statistical dis-
tributions from parts of the theory. For example, the the-
ory of dreams holds that dreams partially satisfy
repressed desires by representing them as satisfied. It
would follow from this that if a group of people were pre-
vented from dreaming for several nights, they would then
show a higher average level of tension than a control
group. This hypothesis has been tested, using eyeball
movement as a criterion of the occurrence of dreams.
Most efforts of this sort have stemmed from relatively
peripheral components of the theory; in particular, virtu-
ally nothing has been done to derive testable hypotheses
specifying sufficient conditions for the occurrence of
abnormal symptoms. It is only if this were done that the
theory could be used for the prediction of such phenom-
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ena. Perhaps this is because of the psychoanalyst’s preoc-
cupation with the treatment of particular cases rather
than with controlled testing of general hypotheses.

There are other features of the situation that also
make the formulation of testable hypotheses extraordi-
narily difficult. Psychoanalytic theory has not been devel-
oped to the point where one can give sufficient
conditions for one outcome rather than another even on
the theoretical level of unconscious processes. Repression
is said to occur when a desire arouses great anxiety, but
just how much anxiety is required? Obviously, the
amount is crucial, but the measurement problem has yet
to be solved. Again, given a certain level of anxiety
aroused by Oedipal desires, repression is not the only
possible outcome. There might, instead, be a regression to
the oral or anal phase, or the libido might be redirected
into homosexual channels. There are some suggestions
about what makes the difference—for example, if one
never fully outgrew an earlier stage, this makes regression
more likely. But at present this is all rather loose.

Moreover, once repression has occurred, the
repressed material may develop in a great many different
ways. The fear of sexual contact with the mother may or
may not generalize, and if it does, it may generalize along
various dimensions. Thus, the person may develop a
dread of sexual contact with anyone or only with anyone
who is like his mother in some respect. A part of the com-
plex may come to be associated with things that have lit-
tle or no intrinsic connection with it, as the girl in the
example cited above formed an association between sex-
ual intercourse and the breaking of a vase. It may well
seem impossible to develop principles that would take
into account all the determinants of unconscious trains
of thought in a way that makes possible, in principle, the
prediction of such associations. This impression is rein-
forced by the fact that these associations are often power-
fully influenced by the person’s external experiences,
which could not be predicted on the basis of psychologi-
cal facts about him. Thus, in the above example the girl
had once broken a vase and cut her finger, which had bled
profusely, an incident that then was associated in her
mind with the bleeding accompanying defloration.

But even if connections were strong on the level of
unconscious processes, there would still remain the job of
formulating sufficient conditions for the occurrence of
the ultimate facts to be explained. One and the same
unconscious complex, given our present powers of dis-
crimination, may issue in a phobia, hysterical paralysis or
anesthesia, obsessive concern over bodily symptoms, or a
generalized feeling of unworthiness, to mention only a
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few possibilities. No doubt the choice of symptom is due
to other factors, but the problem has not been investi-
gated sufficiently to yield even promising general
hypotheses.

BACKGROUND FOR CLINICAL
INTERPRETATION

In view of the extreme difficulty of empirically verifying
psychoanalytic theory, one might ask why it should be
regarded as anything other than an imaginatively satisfy-
ing fantasy. Why does it seem to have an empirical foun-
dation? The answer is that it has significant connections
with empirical facts but not connections of the sort
insisted on by philosophers of science who take their
models from physical theory. Psychoanalytic theory has
grown out of the clinical treatment of neurotics, and in
that context it has the function of providing suggestions
for the interpretation of particular cases. Thus, if we are
dealing with a compulsion neurosis, the theory tells us
that compulsive behavior simultaneously provides substi-
tute satisfactions for repressed desires (through the real-
ization of states of affairs unconsciously associated with
the realization of the desires) and guards against the
arousal and/or satisfaction of the desire. (See the clinical
case described above.)

Furthermore, the theory tells us what kinds of desires
are most often repressed—incestuous, homosexual,
aggressive. Also, psychoanalytic theory is associated with
certain techniques—the analysis of dreams, of free asso-
ciations, and of reactions to the analyst—for ferreting out
repressed material in particular cases. Thus, the theory
provides leads for the analyst. Insofar as it has this func-
tion rather than that of explaining and unifying testable
hypotheses about the conditions under which, in general,
we will get one outcome rather than another, it is no
defect that it is largely made up of rather loose statements
about what can happen, given certain conditions, and
what can be responsible for a given symptom. In explain-
ing an event, E, that has already occurred, our needs are
simpler than when we are engaged in predicting or estab-
lishing general principles. In retrospective explanation we
can take advantage of our knowledge that E has already
occurred; we are reasoning backward to its sources.
Therefore, provided we have a list of possible causes and
some way of telling which of these are present, we have
something to go on, even if each statement of possible
cause is only to the effect that C can result in E. If we were
setting out to predict, however, we would need a further
specification of the conditions under which C will in fact
lead to E. The knowledge that an unconscious desire for

and fear of intercourse with the father, plus an association
between intercourse and breaking a vase, can lead to a
compulsive tendency to arrange vases so as to minimize
chances of breakage is general knowledge of a sort, but
not of the sort exemplified by the Newtonian theory of
gravitation, in which the general principles enable one to
predict one state of the system from any other state of the
system.

Thus, one can say that psychoanalytic theory, given
the way it has developed up to now, makes contact with
empirical reality through being used as a basis for expla-
nations of certain kinds of observable occurrences and
that the theory receives empirical support to the extent
that such explanations are adequate. To many methodol-
ogists this situation is profoundly unsatisfying. If a theory
yields predictively confirmed hypotheses, we have a
strong indication that contact with something real has
been made, for by thinking in these terms, we have suc-
ceeded in anticipating the course of nature. But if the the-
ory can provide only suggestions for retrospective
explanations, it is not so clear what this shows. More
specifically, many have suspected that the success of psy-
choanalysts in devising explanations of their patients’
symptoms is more a function of the analysts’ ingenuity
than of the soundness of their theory. It is easy to get the
impression that a plausible explanation in psychoanalytic
terms could be framed for any behavior, no matter what
the facts. If it is not a reaction formation from overat-
tachment to mother, then it is a projection of a self-
directed death wish, and so on.

ADEQUACY OF CLINICAL
INTERPRETATIONS

Clearly, what is needed is a set of objective criteria for the
adequacy of an explanation in terms of unconscious psy-
chic factors, criteria that would permit us to assess a pro-
posed explanation on some grounds other than the way it
seems to make sense of the phenomena. If and only if
such criteria can be formulated can explanations of par-
ticular cases provide any empirical basis for the theory.

Within the limits of this article, we can only touch
briefly on the problems involved in formulating and
defending such criteria. The problems fall into three
groups.

STATUS OF THE DATA. Questions have often been
raised about the status of the ultimate data to which the
psychoanalyst appeals in justifying an interpretation.
These consist of the behavior of the patient, verbal and
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otherwise, in therapeutic sessions. Criticisms have been
of three sorts.

First, the data actually presented are a small sample
of all the behavior engaged in by the patient in the pres-
ence of the analyst. We are almost never given any reason
for supposing that this is a representative sample, that the
analyst has not, perhaps unconsciously, selected those
items that best support his hypothesis.

Second, a given patient is rarely, if ever, compared
with controls who do not have his difficulties. Without
this we cannot show that the data cited have bearing on
the abnormalities to be explained. For example, if almost
anyone would get annoyed when the analyst acts bored
with the session, then the fact that patient A does so is not
likely to reveal anything that is responsible for any idio-
syncrasy of his.

Third, the analyst may often be guilty of contaminat-
ing the data through, perhaps unconsciously, tipping the
patient off about his interpretation, thus implicitly invit-
ing the patient to produce associations that will support
that interpretation.

These are serious problems in data collection and
assessment, and they will have to be solved if psycho-
analysis is to become more respectable scientifically. But
since it seems in principle possible to overcome them,
they are less crucial for the logical status of the theory
than problems in the other groups.

UNCONSCIOUS CAUSES. An explanation of E in terms
of Cis not warranted unless C actually exists. What objec-
tive tests are there for the actual existence of the uncon-
scious psychic factors appealed to by the analyst? Analysts
regularly use a number of detection procedures.

Among the things they consider significant are the
following: (1) Patterns of behavior that are as they would
be if A had a desire of which he is not conscious. For
example, a seventeen-year-old girl devotes a great deal of
time and energy to the small children of a youngish wid-
ower friend of the family, though she is not aware of
being in love with him. (2) Patterns of feeling that have
the same status. In the same example, the girl gets very
depressed when the widower does not send her a birthday
present. (3) Analysis of dreams and of free associations.
Such analysis proceeds in a rather devious fashion and
cannot be illustrated briefly. It is based on the principle
that unconscious complexes influence conscious thought
and fantasy, including dreaming, by producing relatively
safe conscious derivatives of these complexes. (4) Final
realization by the patient, after treatment, that he had the
desire in question all along.
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The inferences involved in the use of these proce-
dures are extremely complex, and it is difficult to say just
how conclusively anyone has ever demonstrated the exis-
tence of certain unconscious material in a given case. It is
worth noting that the use of (3) and (4), unlike (1) and
(2), requires the assumption of certain parts of the the-
ory. Thus, for example, we cannot take dreams to reveal
unconscious desires in the way analysts do unless we
assume that dreams are formed in the manner postulated
by the theory. This means that insofar as explanations
that are supported in part by dream interpretation are
adduced in support of the theory, we are going round in
a circle.

UNCONSCIOUS COMPLEXES AND SYMPTOMS. The
most difficult problem is that of showing that a given
unconscious complex is responsible for certain symp-
toms. Granted that the girl does have a repressed desire
for and dread of sexual intercourse with her father, why
should we suppose that this is what led her to develop a
compulsive tendency to arrange the vases in her room in
a certain way before retiring? In order to answer this
question, we shall have to decide what kind of explana-
tion this is supposed to be. Freud often gives the impres-
sion that it has the ordinary pattern of an “in-order-to”
explanation (“I went into the kitchen in order to get a
bottle of beer” or “I went into the kitchen because I
wanted a bottle of beer”), except that here the want is
unconscious. But the ordinary “in-order-to” explanation
carries the assumption that the agent believes that the
action in question is, or may be, instrumental in the sat-
isfaction of the want in question. Can we say that the girl
unconsciously believed that preventing the vases from
breaking would be instrumental in preventing inter-
course with her father? A strange belief, but Freud did say
that the unconscious is quite illogical. Or should we say,
rather, that no belief is involved here but only an associa-
tion between breaking a vase and intercourse? However
this issue is resolved, this assimilation will not help us to
justify the explanation, for the fundamental method of
justifying an ordinary “in-order-to” explanation—getting
a sincere report by the agent of why he did what he did—
is not available here.

Freud might claim that an analogue is available—the
realization by the patient, after treatment, that that was
why she had to arrange the vases as she did. However, if
one rests the adequacy of the explanation on the patient’s
posttherapeutic insight, he leaves himself open to the
charge of undue influence on the source of data. More-
over, circularity comes up again, for if the patient came to
have this conviction as a result of being presented with
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this explanation under hypnosis, this would not count in
favor of the explanation. Only insight that comes after
certain kinds of therapeutic interactions is relevant, and
the claim that insight produced in that way is valid
depends on the psychoanalytic theory about the effects
that can be expected from psychoanalytic therapy. Thus,
there are difficulties in construing the explanation on the
model of “I went to the kitchen because I wanted a bottle
of beer” On the other hand, if we take as our model an
everyday explanation in terms of physical causation, like
“The window broke because a baseball hit it,” we will have
to support it by reference to general principles to the
effect that factors of the sort cited have results of the kind
we are seeking to explain. And the absence of such tested
generalizations in psychoanalysis has already been noted.

Thus, it would seem that before psychoanalytic the-
ory can enjoy a firm empirical foundation, its practition-
ers must either develop explicit and workable objective
criteria for the adequacy of interpretations of clinical
phenomena in terms of unconscious factors, or do more
to derive testable general hypotheses from the theory, or
do both.

See also Dreams; Existential Psychoanalysis; Freud, Sig-
mund; Psychoanalysis; Psychology; Religion, Psycho-
logical Explanations of; Unconscious.
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PSYCHOKINESIS
See Parapsychology

PSYCHOLOGISM

“Psychologism” is the term first used in Germany in the
first half of the nineteenth century to designate the philo-
sophical trend defended by Jakob Friedrich Fries
(1773-1843) and by Friedrich Eduard Beneke
(1798-1854) against the dominant Hegelianism. Fries
and Beneke advocated a philosophical position based
entirely on psychology. They held that the only instru-
ment philosophical inquiry has at its disposal is self-
observation (or introspection) and that there is no way to
establish any truth other than by reducing it to the sub-
jective elements of self-observation. Psychology becomes,
from this point of view, the fundamental philosophical
discipline. Logic, ethics, metaphysics, philosophy of law,
philosophy of religion, and philosophy of education are
all little more than psychology or applied psychology.
Beneke wrote, “With all of the concepts of the philosoph-
ical disciplines, only what is formed in the human soul
according to the laws of its development can be thought;
if these laws are understood with certainty and clarity,
then a certain and clear knowledge of those disciplines is
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likewise achieved” (Die Philosophie in ihrem Verhdltnis
zur Erfahrung, p. xv).

Fries and Beneke, who viewed Immanuel Kant as
their predecessor inasmuch as he defended the “rights” of
experience, held, nevertheless, that he was mistaken in
wanting to institute an inquiry independent of experi-
ence which would arrive at knowledge of the a priori
forms of intuition and of the categories and in seeking
the transcendental ground of truth—the objective valid-
ity of human knowledge. This inquiry, Fries claimed, is
impossible. The critique of reason can only be a science of
experience based on self-observation (System der Meta-
physik, p. 110). In the same period Vincenzo Gioberti
branded as psychologism all of modern philosophy from
René Descartes on. He meant by psychologism the philo-
sophical procedure that claimed to go from man (that is,
from experience) to God and contrasted it with ontolo-
gism, which is the movement from God to man.

The doctrine defended by Fries and Beneke has some
connection with certain aspects of English empiricism
from John Locke to David Hume in that in both theories
experience is not only the instrument of control and the
criterion of the truth of knowledge but also the psycho-
logical origin of knowledge itself.

Fries and Beneke were correct in accusing Kant of
rejecting psychologism, since he had posited the premises
for a critique of any psychologism by distinguishing (in a
famous passage in the Critique of Pure Reason) the quaes-
tio facti of the “physiological derivation” of a priori con-
cepts—that is, of their occurrence in the mind or
consciousness of man—from the quaestio juris of their
validity, which demands as a response the transcendental
deduction. This distinction, on the basis of which Kant
criticized Locke, who would have answered only the first
question, is one of the pivotal points of the whole Kant-
ian doctrine—namely, that the truth of empirical knowl-
edge does not depend on the psychological mechanism
but on a priori conditions independent of this mecha-
nism; that the validity of the moral norm does not
depend on desires or appetites but is a priori as well; and
that the validity of aesthetic judgments is in turn based
on taste, an a priori faculty.

Toward the middle of the nineteenth century, psy-
chologism was defended in the very field in which it
would seem most foreign—logic and mathematics. In
John Stuart Mill’s A System of Logic it is explicitly stated
that introspection is the only basis of the axioms of math-
ematics and the principles of logic; in Mill’s Examination
of Sir William Hamilton’s Philosophy logic is classified
under psychology and distinguished from it only as the
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part is distinguished from the whole or art from science.
Many logicians in subsequent years accepted this point of
view.

The Kantian point of view was developed systemati-
cally by Rudolf Hermann Lotze in his Logik. The psycho-
logical act of thinking is, according to Lotze, completely
distinct from the content of thought. The psychological
act exists only as a determinate temporal phenomenon,
whereas the content has another mode of being—validity.
A decade later Gottlob Frege defended the same point of
view with regard to mathematics.

Never take a description of the origin of an idea
for a definition, or an account of the mental and
physical conditions through which we become
conscious of a proposition for a proof of it. A
proposition may be thought, and again it may be
true; never confuse these two things. We must
remind ourselves, it seems, that a proposition no
more ceases to be true when I cease to think of it
than the sun ceases to exist when I shut my eyes.
(Die Grundlagen der Arithmetik, introduction)

In the last decades of the nineteenth century, the
neo-Kantians argued against the psychologistic presenta-
tion of philosophy. The Baden school (Wilhelm Windel-
band, Heinrich Rickert) defended the independence of
values from psychological experience, which could never
establish their absoluteness and necessity, and the Mar-
burg school (Hermann Cohen, Paul Natorp) held, simi-
larly, that the validity of science, like that of ethics and
aesthetics, does not depend on psychological conditions
but on the laws proper to these sciences—that is, on the
methodological rules that govern their construction.
Cohen and Natorp held, moreover, that “thought” or
“consciousness” does not designate a psychic reality sub-
ject to introspection but the objectively valid content of
knowledge—the totality of the possible objects of knowl-
edge itself and the method used in the development of
the sciences.

The systematic critique of psychologism in the fields
of logic and mathematics is an important part of
Edmund Husserl’s Logische Untersuchungen. His main
objections are that if logical laws were based on psycho-
logical laws, then (1) they ought to be, like the latter,
vague and approximate, whereas, at least in part, they are
so exact that they cannot be guaranteed by an empirical
element; (2) they ought to be based, like all empirical
laws, on induction, which yields only a probable validity
and not the apodictic certainty they manifest; (3) they
ought to imply the existence of such psychic events as
representation and judgment, whereas they do not con-
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cern the reality of psychic life and of other facts (unlike
the laws of nature, which are merely probable) but con-
cern necessary relations independently of facts (Logische
Untersuchungen, Vol. 1, Secs. 21-24). Later in his career
Husserl wrote, in terms very close to Frege’s, “To refer to
it [a number] as a mental construct is an absurdity, an
offence against the perfectly clear meaning of arithmetic
discourse, which can at any time be perceived as valid,
and precedes all theories concerning it” (Ideen, Sec. 22).
He warned against the tendency to “psychologize the
eidetic”—that is, to identify essences, which are the
authentic objects of knowledge, with the simultaneous
consciousness of these essences (ibid., Sec. 61).

The battle between psychologism and antipsycholo-
gism is sometimes fought among philosophers with the
same point of view. Among the existentialists Martin Hei-
degger, who adopted as his method Husserl’s phenome-
nology, intended existential analysis as the uncovering of
human situations in their essence, not in their psychic
occurrence (Sein und Zeit, Halle, 1927, Sec. 7), whereas
Jean-Paul Sartre, speaking of existential psychoanalysis,
seems inclined toward psychologism, although he tried to
correct it by affirming that “consciousness is not a mode
of particular knowledge but it is the dimension of
transphenomenal being in the subject” (L’étre et le néant,
Paris, 1943, p. 17).

Within logical empiricism the argument against psy-
chologism is one of the fundamental points of Rudolf
Carnap’s first work, Der logische Aufbau der Welt. The
fundamental theses of Logische Syntax der Sprache, espe-
cially the principle of tolerance, are incompatible with
psychologism, according to which, obviously, there could
be only a single language—that determined by psycho-
logical laws. Carnap took the same line when he criticized
Bertrand Russell’s thesis that propositions are mental
events in “Empiricism, Semantics, and Ontology.” Argu-
ments against psychologism occur frequently in the writ-
ings of other logical empiricists, though traces of
psychologism can be found in the thesis, deriving from
Russell and held by many logical empiricists, of the
immediate, private, and incommunicable character of the
sense data that are at the basis of empirical propositions.

See also Beneke, Friedrich Eduard; Carnap, Rudolf;
Cohen, Hermann; Descartes, René; Empiricism; Exis-
tential Psychoanalysis; Frege, Gottlob; Fries, Jakob
Friedrich; Gioberti, Vincenzo; Hegelianism; Heidegger,
Martin; Hume, David; Husserl, Edmund; Intuition;
Kant, Immanuel; Locke, John; Logical Positivism;
Lotze, Rudolf Hermann; Mill, John Stuart; Natorp,
Paul; Neo-Kantianism; Propositions; Psychology; Rick-

ert, Heinrich; Russell, Bertrand Arthur William; Sartre,
Jean-Paul; Windelband, Wilhelm.
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In the development of “psychology,” the study of the
mental life and activities of animals and men, three
phases can be conveniently distinguished—the presys-
tematic, the systematic but prescientific, and the scien-
tific. The presystematic, by far the longest of the three
phases, is that in which men observed and reflected on
human ways and embodied their reflections in apho-
risms, anecdotes, and fables. Presystematic thinking is
important since it has been passed down through the ages
and is continually augmented by that amalgam of wis-
dom, superstition, and dogma that those who claim no
professional competence like to describe as the fruits of
their experience. The presystematic psychology of con-
temporary primitive groups has been recorded by
anthropologists, but little is known of the corresponding
ideas of the precursors of the systematic psychology of
the European tradition. The doctrines of the pre-Socratic
philosophers are transitional.

SYSTEMATIC PHILOSOPHY OF MIND

MIND, BODY, AND NATURE. Systematic psychology
began with Aristotle’s De Anima, which was of outstand-
ing importance at an early stage because it provided a
solid, biologically based conceptual scheme. This
involved, first, an elucidation of the concept of soul
(woyn) and such related concepts as mind (vodg), which
were regarded as the differentiating properties of the phe-
nomena to be studied. Aristotle’s scheme laid down the
lines along which the relationship between various man-
ifestations of soul and mind were conceived until the sev-
enteenth century.

Second, life and mind, being closely connected with
the functioning of the body, must be conceived of in a
way that does justice to the peculiar intimacy of this rela-
tionship. Aristotle paid close attention to this relation-
ship.

Third, there is the problem of how the relationship
between psychological phenomena and other phenom-
ena of the natural world is to be conceived. Are psycho-
logical concepts and categories of explanation reducible
to others? Aristotle, again, was particularly interested in
this question because of the attempts of some of his con-
temporaries and predecessors to show that human behav-
ior fell under the concept of motion, which had a wide
applicability in the natural world.

In the exposition of the systematic period of psy-
chology these problems will be employed not simply as a
framework for expounding the main lines of Aristotle’s
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system of psychology but also as a framework for picking
out the main features of the most important theoretical
systems since Aristotle laid the foundation of psychology.

PLATO AND ARISTOTLE. Aristotle (384-322 BCE) in-
sisted on the widest possible definition of soul, thus
returning to the pre-Platonic view that soul is virtually
the principal of all life. The natural expression for a living
thing was &uyvyov oduo—“body with a soul.” Aristotle
started from the linguistic point that some bodies are so
described whereas others are not and asked by what cri-
terion this distinction was made. His answer was that it is
life but that there are different levels of life. Intellect, sen-
sation, nutrition, motion, are all forms of being alive.
What they have in common, however, is a self-originating
tendency to persist toward an end.

This marked both a return to and a great improve-
ment on pre-Platonic views of soul. In early Greek
thought soul was thought of simply as that which keeps a
man alive and which leaves his body when he dies. It was
connected with breathing. Spirit (89uog), on the other
hand, was thought of as the generator of movement; it
was connected with the movement of the limbs and with
emotional states. It was thought of as quite distinct both
from soul and from mind, which was regarded as the
source of images and ideas. The notion of the soul as a
whole of which spirit and mind were attributes emerged
only gradually.

Plato (427?—347) tried to combine the concept of the
soul as a whole with a stress on the preeminence of mind,
which he inherited from Anaxagoras. His account, there-
fore, of the soul as a whole was constantly confused by the
special status that he accorded to mind. In the Republic he
spoke of the soul as having three parts—reason or mind,
spirit, and desire (émt6vuie). But he also thought that rea-
son was the defining property of an immaterial substance
that survived bodily death whereas spirit and desire
passed away with the body. Similarly, in the cognitive
sphere he regarded sensation and imagination as inferior
to reason and as intimately connected with the body. This
represented a fusion of the Orphic belief in the survival of
the soul with an exaltation of mathematical reasoning as
the only way of obtaining certain knowledge, which Plato
took from the Pythagoreans. He thought that in mathe-
matics the soul grasps forms that are eternal and nonde-
ceptive. As like can be known only by like, the soul, in its
rational aspect, must also be eternal. Plato’s conviction
was reinforced by such considerations as those that he
adduced in the Meno, in which the grasp of mathematical
truths was exhibited in an untutored slave. According to
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Plato, this indicated that the slave was being made to
remember what he had known previous to his embodi-
ment. Thus, Plato’s preoccupation with epistemology led
him to make a sharp cleavage between the rational and
irrational parts of the soul.

Aristotle approached the matter from a biological
rather than an epistemological standpoint. Reason, spirit,
and desire represented different levels of being alive. To
be alive is to possess a self-originating tendency toward an
end. This is exhibited at the lowest level in nutrition and
reproduction. Thus, plants have a low-grade soul. Ani-
mals have sensation, locomotion, and desire superim-
posed upon nutrition and reproduction. Human beings,
in addition, have reason, or mind, by means of which a
rule or plan is imposed upon desire. By mind is meant
self-direction in accordance with a rational formula.

Aristotle maintained that the lower level of soul is a
necessary condition for the higher and that the posses-
sion of a higher type of soul also changes the way in
which the lower functions. Because humans are rational,
they feed, reproduce, perceive, and act in a manner that
differs from that of animals.

Soul and body. Plato’s view of the special status of
reason was plausible at a time when almost nothing was
known about the functioning of the brain and nervous
system, for abstract thought seems to proceed with little
dependence on bodily organs. Furthermore, the identity
of a subject of experience through time does not seem to
depend entirely on bodily continuity. There is thus a case
for Plato’s concept of the rational soul as some kind of
active agency that inhabits the body for a brief period.

Plato thought that the rational soul inhabits the head
because the head is round (the most perfect shape and,
hence, an appropriate place for the seat of reason) and the
part of the body nearest the heavens. It makes contact
with the brain, which was conceived of as a kind of mar-
row encased in the skull. The irrational soul makes con-
tact with the marrow of the spinal cord in its bony sheath.
The better part of the irrational soul, spirit, inhabits the
heart and functions in such manifestations of life as
energy, courage, and ambition; the worse part, desire,
functions below the diaphragm, in appetite, nutrition,
and reproduction. The rational and irrational parts affect
each other through the liver, which acts as a sort of mir-
ror of thought.

In sleep the soul is shut up, and its motions subside.
A few agitations remain, however, and produce dreams.
Usually dreams are the expressions of desires that are
suppressed—an interesting anticipation of Sigmund

Freud’s theory of dreams. The good man controls his
desires sensibly and so is not unduly disturbed by them in
sleep. In the Republic Plato also suggested that in sleep the
rational soul, if not troubled by irrational desires, can
attain truths not otherwise revealed.

Plato thought of sensation as a transmission of
motions. The human body receives an impression from
without and responds with an inner motion. Some parts
of the body—for instance, the hair and the nails—are
subject to shock but do not respond with inner move-
ments. Sense organs, however, are good conductors of
motion. Thus, hearing, for instance, is the end product of
akind of shock. By means of air in the cavities of the body
a blow is transmitted through the ears to the blood and
brain and then to the soul. Knowledge does not consist
just in sensation but in the activity of the soul in relation
to what is thus transmitted. This transmission is compli-
cated by the intervention of memory, imagination, feel-
ing, and association, all of which act as intermediaries
between reason and sensation.

Aristotle believed that there was a very intimate con-
nection between soul and body that was a particular case
of the more general relationship between form and mat-
ter. The soul is “the first actuality of a natural body fur-
nished with organs.” He used other examples to illustrate
this relationship. If the eye were an animal, he said, eye-
sight would be its soul, this being the form or capacity of
the eye. To speak of soul is to speak of a capacity or
propensity to function in a certain way that depends on a
certain bodily structure, or it is to speak of the actual
exercise of such a capacity or propensity, which is the sec-
ond kind of actuality. Thus, anger, for instance, can be the
appetite of returning pain for pain or the boiling of the
blood around the heart, depending on whether the
dialectician or the physical scientist is considering it;
there is always a biological and a psychological account to
be given.

The soul, Aristotle argued, is the cause of the body in
three ways. It is its efficient cause in that reference to
some concept, such as desire, is required to explain move-
ment. It is the formal cause in that behavior is explained
as the exercise of a capacity or tendency. It is the final
cause in that reference must be made to “the reason for
the sake of which” movements of the body take place. If
the behavior is explained by recourse to the rational soul,
then plans and rules are imposed on desire. In choice, for
instance, means are worked out and adapted to attain an
end.

Generally speaking, Aristotle held that soul and body
are a particular case of the more general correlatives,
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form and matter. When he spoke of theoretical reason
rather than practical reason, he suggested that the dis-
tinction between matter and form is again exemplified in
that reason is both passive and active. But he hinted at
another sort of doctrine when he also claimed that active
reason comes from without and is divine. It is like a
helmsman in a ship. This looks like a concession to the
Platonic view of mind.

The details of Aristotle’s physiology were carefully
related to his idea of the levels of soul. The primary func-
tion of the nutritive soul is the absorption of nourish-
ment, but its end is to generate another being like itself.
The unity of the species is thus preserved though individ-
ual members perish. The stomach was thought of as an
oven where animal heat cooks the food and blood in the
heart. The heart is the seat of life, sensation, motion, and
heat.

Sensation is a discriminative power from which the
higher cognitive functions develop. There is the organ,
the power to receive sensible forms, and the sense,
regarded as constituted of both matter and form. In sen-
sation the sense organ is assimilated to its object—for
example, the eye becomes colored. But whereas in nutri-
tion both matter and form of external objects are
absorbed, in sensation only form without matter is taken
in, like wax taking the imprint of a seal ring. Each sense is
sensitive to one or more qualities ranging between
extremes. Too little would not register; too much would
destroy the organ. This was an application of Aristotle’s
doctrine of the mean that he developed in relation to
moral conduct.

The particular senses are all developments of touch,
depending on the intervention of a more refined
medium. Taste, for instance, apprehends the savory prop-
erties of bodies through the intermediary of moisture;
smell, the odorous properties conveyed through the air.
In the transmission of sensations to the heart and in the
vitality that flows from the heart, the “connatural spirits”
play an important role. They were thought of as a kind of
inner air quite distinct from the outer air that we breathe.
Closely associated with the blood, they acted as a univer-
sal internal medium for the transmission of sensation.
Besides the specific senses there is sensus communis,
which is not a sixth sense but a generic power of sensation
as such which provides unity for the sensitive soul in its
particular manifestations. The ear does not see; however,
the man who hears also sees, and some qualities are pre-
sented through more than one sense—for example,
roundness by sight and touch. By sensus communis we
also perceive the common sensibles of figure, motion,
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rest, magnitude, and also what Aristotle called the acci-
dental sensibles, which are the principles of association of
ideas—similarity, contiguity, and the like. We also per-
ceive that we perceive through sensus communis.

Imagination is a by-product of sensation. Forms pro-
vided by sensation are manipulated in the absence of
physical objects. Memory is a combination of imagina-
tion and sensus communis. There is an image of some-
thing plus an awareness of its pastness. Recollection is
rather different, for it involves the exciting of an image
and the release of a whole chain of images joined by habit
according to the principles of association. Imagination
also provides a link between knowledge and action, for
desire presupposes the imagination of an end to be
attained. It may be deliberative, if influenced by reason, or
merely sensitive. Desire is thus dependent on sensation
and thought. In this way Aristotle was able to maintain
his three levels of soul by making desire appear at two lev-
els, depending on whether it is rational or irrational.

Psychological and mechanical concepts. Aristotle
believed not only that there were certain very general
concepts, such as form, matter, and change, which could
be applied to everything; he also extended teleological
categories of explanation—his ill-fated final causes—to
all nature. Nature, he thought, was composed of natural
kinds that could be classified by genus and differentia,
which all had a natural place, and which all tended
toward the realization of their essence. “Nature, like
mind, always does whatever it does for the sake of some-
thing, which something is its end.” Such modes of expla-
nation proved singularly unfruitful when extended to the
physical world. But because they were taken from the
realm of life, where Aristotle, a marine biologist and the
son of a doctor, was particularly acute, they fitted very
well, in a general sort of way, that realm of phenomena in
which they had their natural home. Aristotle was often
accused by later mechanists of being anthropomorphic,
but there is not much wrong with being anthropomor-
phic about men. Indeed, those who later attempted to
explain human behavior in mechanical terms applicable
to the physical world may well have made the obverse
mistake to Aristotle’s.

Aristotle himself, in criticizing the mechanists of his
day, gave some very interesting arguments to show why
the soul, which is the source of movement, cannot itself
be moved. Plato had steadfastly claimed that the soul was
the source of motion. In a famous passage in the Phaedo
(988-99D) he made clear his objection to extending
mechanical explanations to cover human conduct. Plato
admitted that some kind of physical account could be
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given of the movements that led up to Socrates’ sitting in
his prison cell, awaiting his death. But he scorned the sug-
gestion that this account would be a satisfactory explana-
tion of the situation, for an explanation must include
some reference to Socrates’ reasons for being there. Plato
did not, however, develop elaborate arguments against
mechanical theories.

Aristotle, on the other hand, wrote his De Anima as
part of his systematic attempt to classify the different sci-
ences on the basis of the subject matter with which they
were concerned. He was therefore very much concerned
both with demarcating the field of application of various
families of concepts and with sketching the ways in which
they were related to each other. Movement (xivnoig) was
only a particular type of change. He was most anxious to
deny that it was either the only or the fundamental type.

Aristotle argued, first, that a logical mistake is made
if the soul as a formal cause is thought of as moved in the
physical sense. How can a capacity or tendency be con-
ceived of as moving or being moved? Nor can the actual-
izations of soul in particular cases be properly conceived
of as movements, for in practical thought the processes
have unity because they go on for the sake of some end.
Their particular type of unity cannot be assimilated to
such physical unities as the parts of a spatial magnitude;
it is more like the unity of a series of numbers. Reference
to an end is a conceptual device for picking out how a
series of movements are to be thought of as constituting
one action; such an end is not itself an extra movement.
In the case, too, of some processes of theoretical thought,
such as inferring, “thinking has more resemblance to a
coming to rest or arrest than to a movement.” The end is,
as it were, built into the meaning of the term. “Inferring,”
“concluding,” and even “perceiving” are terms that inti-
mate the attainment of ends or standards that are intrin-
sic to the processes themselves.

Concept of consciousness. Arguments of the Aris-
totelian type have been revived in recent times by such
philosophers as Gilbert Ryle, who have defended a pre-
dominantly Aristotelian concept of mind in opposition to
a Platonic or mechanical concept. Such a concept of mind
is in keeping with the biological orientation of psychol-
ogy that followed the impact of Charles Darwin. How-
ever, it sprang out of the post-Wittgenstein reaction
against privacy as the hallmark of the mental, which had
characterized most psychological theories since the time
of René Descartes (1596-1650).

It is difficult for modern Western scholars to grasp
that the Greeks really had no concept of consciousness in
that they did not class together phenomena as varied as

problem solving, remembering, imagining, perceiving,
feeling pain, dreaming, and acting on the grounds that all
these are manifestations of being aware or being con-
scious. Historically, this emphasis on private experience
presupposed the development of individualism as a social
movement. The Greeks of the city-states lived in a public
world of public feats and public concerns. Their word
i6iwtng from which we derive the word idiot, was a term
of disdain for a man who concerned himself only with
private matters. Socrates, with his stress on individual
self-knowledge and the care of the individual soul, was a
moral innovator. With the conquests of Philip and
Alexander the Great and the breakup of the small
autonomous Greek states, this moral innovation became
systematized in the codes of the Stoics and Epicureans.
The ideal of individual self-sufficiency developed as a
substitute for the much-lauded self-sufficiency of the
city-states. Man, it was claimed, was a citizen of the world
who should either discipline himself and purify his indi-
vidual soul (Stoics) or slip through life unobtrusively by
cutting down the possible sources of misery (Epicure-
ans). This led to an increase of interest in the will and the
emotions and to an emphasis on individual experience.

This turning inward was institutionalized by Chris-
tianity, with its stress on personal salvation and the purity
of soul. Introspection vied with revelation as a source of
knowledge. St. Augustine paved the way for Descartes’s
first certainty, cogito ergo sum. With Descartes the Pla-
tonic view of the soul and of knowledge was reinterpreted
in the light of the rise of the mathematical sciences, but
there was a difference—the stress on the certainty of our
knowledge of our own mental states. Mind was no longer
simply associated with reason; it was something to which
we have private access and whose rational activity it is
self-contradictory to doubt. This stress on privacy as a
hallmark of the mental was a far cry from Aristotle’s view
of soul as characterized by a self-originating tendency to
pursue an end. A brief mention, however, should be made
of some of the intervening systems, though from the
point of view of psychological theory, nothing of any
great importance happened after the death of Aristotle in
322 BCE until the seventeenth century, when new systems
were inspired by the rise of the physical sciences.

STOICS AND EPICUREANS. The Stoics and Epicureans
provided an interesting contrast in respect to their views
about the relation between soul and the rest of nature.
Both attempted a monistic view, but whereas the Stoics
reverted to Plato and tried to extend the concept of soul
so that it permeated all nature, the Epicureans reverted to
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Democritus and extended a mechanical atomistic
account of nature to include life and mind.

Stoics. The Stoics thought of everything in the uni-
verse as being either active or passive; hence, there was no
opposition between dead matter and soul. The ultimate
substance is fire, which has different forms at different
levels of being, ranging from cohesion at the inorganic
level, through growth at the plant level, to life of a
rational or irrational type at the animal and human level.
Fire is thus the all-pervading principle of activity as well
as the reason or regulator of change in the universe. Men-
tal activity as found in men is a concentrated form of the
universal reason, creatures being vehicles for the opera-
tion of this universal regulation. Hence the Stoic injunc-
tion to live according to nature, for in simple instinctive
tendencies reason is often manifest in an incorrupted
form.

The Stoics believed that the soul of man is a very sub-
tle form of the all-pervasive fire, for the corporeal can be
affected only by what is corporeal. The soul is affected by
the body; therefore, the soul, too, must be corporeal. It
combines heat, mobility, and a high degree of rarefaction.
Indeed, it was more or less identified with the “connatural
spirits” of Aristotle that course through the body closely
associated with the blood, which are transmitted in gen-
eration, and which are similar in nature to the warm
outer air, which is also essential to life. The breast is the
seat of the soul.

Perhaps the most interesting and important contri-
bution of the Stoics to psychology was their application
of the Aristotelian categories of activity and passivity,
which they thought to be the defining attributes of what
is real, to the mind. Mental activity, they held, is charac-
terized by assent (ovyketdfeots), which can be exhibited
in perception and memory, as well as in practical and
intellectual judgment. This may be justified or erroneous,
but truth is natural and error unnatural. When error of a
perceptual, intellectual, or practical kind occurs, the
explanation is to be sought in the theory of emotions or
mental disturbances. Basic to this Stoic account was the
notion of impulse, which covered both appetite and aver-
sion and which operates obscurely at the level of sensa-
tion as well as at the rational level, when it is transformed
into the adoption of ends for action. Emotions are thus
unsuccessful attempts at full rational choice. The early
Stoics left such failures unexplained; the later Stoics
assigned the cause to circumstances and, therefore, to
things that are beyond our power. From this came their
characteristic emphasis on the assertion of will over
adversity, of rational choice over irrational promptings.
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Epicureans. The main interest of Epicurean psychol-
ogy was its anticipation of mechanical theories of the sev-
enteenth and subsequent centuries. Everything, Epicurus
(341-270 BCE) believed, was constructed from atoms
and, therefore, everything, including minds, could be
explained in terms of the mechanical laws governing
atoms. The soul differs from other atoms in that it is
lighter and more mobile; heat is fundamental to its
nature, but it is not identical with fire. It permeates the
body like a subtle air and gives it life.

Sensations are effects produced in sense organs by
effluxes from objects, differences in sensations being
explained in terms of differences in external movements
and in the configurations of the underlying atoms. Simi-
larly, ideas are caused by atoms striking the subtle matter
of the thinking soul. Incoming impressions set up other
motions in the mind, making possible judgment, which is
a motion of the mind superimposed upon an impression.
Error occurs when impressions are accompanied by irrel-
evant motions of the mind. The motions of the mind can
be linked together to form complex ideas by principles of
association. Reason is simply the use of general ideas
brought about by the fusion of images into composite
pictures.

It is difficult to see how notions such as error and
truth could be generated by such descriptions of mere
movements of atoms. Indeed, Epicurus did nothing to
meet Aristotle’s acute criticisms of mechanical descrip-
tions of thought. He did something, however, to meet the
charge of fatalism in his notorious doctrine of the swerve
of the atom, which was a consequence of the self-motion
postulated for all atoms. The power of the mind to incline
this way or that constitutes its freedom. People are poised
between pain, which is one sort of motion, and pleasure,
which is an excessive reaction to pain. Between these two
extremes there is an equilibrium, which is more perma-
nently satisfying and which reason can guide men to
attain. This he called freedom from disturbance
(drapdéia), which is inseparable from the use of reason.

THEOLOGICAL PSYCHOLOGY. The psychology of the
Greeks had always been, in varying degrees, subservient
to epistemological and ethical concerns. The account of
reason, for instance, or the role ascribed to the passions
was a graphic way of presenting solutions to problems
about knowledge and conduct. But there was also the
Greek passion for speculation about the ultimate nature
of things, about the One in the many, and about the sta-
tus of mind in the universe and its relation to the body.
With the coming of Christianity, which brought with it
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the biblical account of the creation of the world, this rad-
ical metaphysical speculation abated, and the body was
seen largely as something that had to be considered as a
potent source of temptation. Psychological theory
became almost entirely an offshoot of epistemology and
ethics, for the supreme purpose of life for thinking men
became the knowledge of God and the quest for salva-
tion.

The religious preoccupations of such writers as Plot-
inus, Clement, and Augustine introduced, of course, a
different emphasis into epistemology and ethics. This was
manifest before the coming of Christianity in the work of
Philo Judaeus (fl. 20 BCE—40 CE), who thought that real
knowledge was a possession only of minds that had been
so purified that they received divine illumination. Philo
was the first systematic thinker to fuse the religious fervor
of the Hebrew tradition with a selection from the con-
ceptual schemes of Plato, Aristotle, and the Stoics. Knowl-
edge of God and a divinely sanctioned code of conduct
had somehow to be fitted into the speculative schemes of
the Greeks. Because neither God nor his purposes are
manifest to the senses, increasing importance was
attached to inner experience as a way of knowing. Philo
even wrote a treatise titled On Dreams Sent from God.

This shift of emphasis from the outer world to the
inner world is clearly seen in the Neoplatonism of Ploti-
nus (c. 204-270). Plato, like all the Greeks, was supremely
interested in action, politics, and the external world. His
theory of Forms was, in the main, explanatory—his ver-
sion of the search of the Greek cosmologists for the One
in the many. Even the supreme Form, the Form of the
Good, was both the source of the intelligibility of the
world and the supreme ideal of action. Plotinus, on the
other hand, saw mystical contemplation and absorption
in the One as an end in itself. Psychology therefore
became harnessed to the exploration and mapping of
inner experience. As G. S. Brett remarks in his History of
Psychology: “In Plotinus, for the first time in its history,
psychology becomes the science of the phenomena of
consciousness, conceived as self-consciousness” (R. S.
Peters, ed., rev. ed., p. 206).

With the adoption of Christianity as the official reli-
gion of the Roman Empire a place had to be found for
revelation as well as for knowledge found in inner experi-
ence. Augustine (354-430) managed to combine these
two sources of knowledge. Insofar as there was no
revealed doctrine on a matter, he dealt with it within the
framework of Platonism penetrated by Christian mysti-
cism. For instance, the growing knowledge of the self and
of God was fitted into a Christianized version of Plato’s

doctrine of reminiscence. Questions about the body, on
the other hand, were dealt with by an appeal to the Scrip-
tures. So, too, was the origin of the soul, for it was trans-
mitted into the body when God breathed upon Adam.
The lasting influence, however, of Augustine’s Confessions
was the importance attached to introspection and private
experience. No man can escape from his own experience;
he can obtain knowledge, insofar as he does not rely on
revelation, only by working backward to the presupposi-
tions of his experience as a thinking being. In this
approach to the mind Augustine anticipated Descartes.

A corrective to this extreme subjectivity was pro-
vided by the rediscovery of Aristotle and the meticulous
transmission of his texts by Islamic theologians. The
adaptation of Aristotle in the service of Christian theol-
ogy reached its climax in the work of St. Thomas Aquinas
(1224?-1274). But using Aristotle as a substructure to
support Christian theology was not entirely straightfor-
ward. To start with, there was the problem about the sta-
tus of reason, one of the most debated topics during the
Middle Ages. Aristotle’s account of the Active Intellect
suffered from notorious obscurities, and there was the
worry about its relation to revelation as well. Further-
more, the Islamic school, culminating in Averroes, had
tended to favor a mildly pantheistic interpretation of
Aristotle’s doctrine of Active Intellect. Averroes held that
the reasons of individuals are but fleeting manifestations
of universal reason. Thomas rejected this interpretation,
completely following his teacher Albert the Great (c.
1193/1206-1280).

Thomas defined intellect as the faculty of compre-
hension that each individual possesses as an intelligent
being. Nevertheless, reason was still regarded, as by Plato
and Aristotle, as the mark of man’s difference from ani-
mals and as, in some sense, superhuman. It is qualitatively
distinct from sensation and any other processes that are
intimately connected with the body.

Apart from this query about the status of reason,
which was itself a legacy from Aristotle, Thomas tried to
stick to the Aristotelian view of the soul as the form of the
body. He deliberately rejected the more Platonic theory
that a man is a soul using a body. It was not just respect
for the authority of Aristotle that influenced Thomas.
The fact was that Christianity was committed to the belief
in the resurrection of the body. The intimacy of the con-
nection between soul and body postulated by Aristotle
was a better foundation for this doctrine than the more
Platonic view occasioning that contempt for the body
that culminated in the Albigensian heresy that the body
had been created by the devil. Thomas followed Aristotle
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closely in his account of sensation, sensus communis,
memory, and imagination. What was lacking was Aristo-
tle’s stress on striving toward an end as the defining
characteristic of soul. The intuitive certainties of self-con-
sciousness explored by Augustine remained the founda-
tion both of psychology and of epistemology.

Scholasticism has now become a byword for sus-
tained attention to minor questions within a system
whose foundations in revelation were not questioned.
There is point in such criticisms. Nevertheless, the
Schoolmen preserved and spread a tradition of disci-
plined discussion that is the lifeblood of science and phi-
losophy. Furthermore, in psychology they handed down
not only the general outlines of Aristotle’s conceptual
scheme but also the details of his psychological system.

The great natural philosophers were nurtured in this
Aristotelian tradition even though they eventually over-
threw it. At Padua, for instance, where Galileo Galilei was
trained, there was a flourishing branch of the Averroistic
type of Aristotelianism. Descartes was trained by the
Schoolmen at La Fleche, and his Passions of the Soul bears
witness to these early influences. Even Thomas Hobbes,
one of the archenemies of Aristotelian essences, relied on
Aristotle’s Rhetoric for the details of his psychology. He
merely poured a traditional content into a mechanical
mold that he adapted from Galileo, Pierre Gassendi, and
the ancient atomists. The Schoolmen provided the
thinkers of the seventeenth century with something solid
and disciplined to revolt against. And, as with most
rebels, these thinkers were really revolting against a mass
of assumptions that were deeply embedded in their own
consciousness. Indeed, in a certain sense their revolt was
only a return to other elements in their intellectual her-
itage—the precipitates left by the Pythagoreans, Plato,
and the atomists.

DESCARTES. Descartes’s view of the mind was a return to
Plato, enriched by the introspective musings of Augustine
and made more precise by developments in the natural
sciences.

Nature and mind. The natural sciences had made
leaps forward not because of a vast accumulation of new
facts, though one of the features of the Renaissance had
been man’s turning his gaze out toward the natural world;
it was, rather, because of the amazing success that had
attended the application of geometry to the phenomena
of the natural world.

The success of geometric thinking about nature
tended to corroborate what Plato had said about the sta-
tus of reason as contrasted with the senses; it also con-
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vinced the new natural philosophers like Johannes
Kepler, Galileo, and Descartes that the real qualities of the
natural world were those which could be treated geomet-
rically. Matter was homogeneous, as the atomists had
said. Qualitative distinctions, which had been exalted by
Aristotle into irreducible natural kinds, were appearances
of the varying motions and configurations of the under-
lying bodies. The Aristotelian doctrine of form and mat-
ter was banished; so were the final causes that he had
postulated in nature.

How, then, was mind to be conceived, once the Aris-
totelian doctrine of form and matter had been discred-
ited? There were two obvious possibilities. One was to
adopt Epicurus’s view that soul and mind were configu-
rations of light and mobile atoms. The other was to revert
to the Platonic view that mind is an altogether different
type of substance that inhabits the body. Descartes
adopted the second course, partly because he shared
Plato’s view about the wonder of reason and its difference
from sensation and bodily processes and partly, no doubt,
because of his Christian convictions about God, freedom,
and immortality.

Mind. Descartes’s departure from Aristotle was
much more radical in his account of the soul than in his
account of the mind. Whereas Aristotle had described the
soul, even in its most primitive manifestations, in teleo-
logical terms, Descartes attempted to describe all its lower
functions, which were connected with the body, mechan-
ically. His account of mind was not dissimilar in its main
outlines from Aristotle’s account of reason, which was the
most Platonic part of his doctrine, for both accounts held
that mind comes from without, furnishes the ultimate
principles of thought, and may be considered apart from
the body. Indeed, Descartes stated emphatically that the
mind can think without a body.

For his account of mind Descartes looked into him-
self in the manner of Augustine, but he rejected that
reliance on faith which was epitomized by the protesta-
tion Credo quia absurdum (“I believe because it is
absurd”). Nothing that was not clearly and distinctly
present to the mind was to be included in a judgment.
Everything must be doubted—even mathematical
truths—until a belief can be found that applies to what
exists and that it would be self-contradictory to deny.
Descartes’s cogito ergo sum—nhis more precise rendering
of Augustine’s intuitive certainty about his existence as a
thinking being—was the result.

Descartes explored the rest of what was intimated in
this first certainty and tried to spin out of it all sorts of
other truths—for example, the existence of God and of
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an external world. The details of his attempted demon-
stration do not concern us here. They effectively estab-
lished, in Descartes’s view, the existence of thinking
substances that were innately so constituted that they
would come to form clear and distinct ideas of extension,
figure, motion, and other simple natures. Ideas are all
mental; as images they are presented through bodily
processes, images being apparently corporeal.

Minds were thought to be passive in cognition.
When a mind is thinking clearly and distinctly, its ideas
correspond to the real qualities of objects. But minds are
also active in volition. At the intellectual level their activ-
ity consists only in assent to the necessary connection
between ideas, and volition is one of the most potent
sources of error, for there is often assent when ideas are
not clear and distinct. Volition is also the cause of action
and is operative in attention, recollection, and fantasy.

Body-mind relation. Descartes’s account of the
body-mind relation was not dictated solely by Platonized
Christian piety. It was equally the product of his knowl-
edge of science and his convictions about scientific
method. First, Descartes was convinced that the body is a
machine and that animals’ behavior could be explained
mechanically, animals having no souls. He was
acquainted with the discoveries of William Harvey that
showed the circulation of the blood to be a mechanical
process. Furthermore, mechanical models were a feature
of the age. Decorative fountains were constructed with
model men that were moved hydraulically and even
uttered sounds like words. Descartes thought that the
body contained tubes like water pipes along which the
animal spirits (the up-to-date rendering of Aristotle’s
“connatural spirits”) coursed. Because many movements
of the body can be executed without conscious inten-
tions, Descartes assumed that these could be explained in
the same way as the movements of the hydraulic men. He
has thus been credited with the discovery of reflex
actions. He thought that all animal behavior could be
explained in this way.

Second, Descartes believed in the principle of con-
servation of energy. The quantity of motion imparted to
and conserved in a system being constant, there could be
no extra source of energy deriving from volition. Thus,
the relationship between body and mind had to be con-
ceived in a way that was consistent with this principle.

Third, Descartes held that scientific explanation con-
sisted of making deductions from relations grasped
between clear and distinct ideas. Clear and distinct ideas
were available of the simple natures of body (for example,
extension, figure, motion) and of mind (thinking, will-

ing) but not of the relation between them. Descartes held
fast to the obvious fact that body and mind interact (for
when I will, it is my arm that moves; I feel pain when my
body falls and not when a stone falls). But we have only a
confused idea of this interaction. His account of the rela-
tionship between them was therefore only a likely story
with which he was not really satisfied. It only narrowed
down the point at which the crucial philosophical diffi-
culties occurred.

Descartes knew that muscles operate in opposing
pairs and that nerves are necessary for sensation and
movement. He pictured nerves as tubes along which ani-
mal spirits flow. Changes in the motion of these animal
spirits cause them to open some pores in the brain rather
than others. When this happens, the spirits are deflected
into muscles that move the body by being distended lat-
erally and, thus, shortened. At the level of instinct and
habit this process is purely mechanical. At the level of
conscious intention, however, something more had to be
postulated, the impact of mind on body at the crucial
switching point of the spirits, the pineal gland.

Descartes supposed that in sensation motion was
transmitted from the stimulus object through a medium
to the sense organ and thence along the spirits in the
nerves to the pineal gland in the center of the brain,
where an impression was made like that of a seal on wax.
This was a material image that stimulated the soul to pro-
duce a corresponding idea. Descartes gave a similar
account of passions in the narrow sense of emotions and
organically initiated disturbances, which have their
source in the agitation of the spirits. By passions in a gen-
eral sense, Descartes meant all things that happen to
minds, including sensations, lower forms of memory,
feelings, emotions, and other disturbances of reason.
These he contrasted with the mind’s activity. All such
incoming stimuli generally give rise to an act of will. Will-
ing again makes contact with the body at the pineal
gland, and a chain of events is started in the body termi-
nating with the movement of the muscles, which pro-
duces voluntary action.

The soul is like a pilot in a ship in that it can effect
the direction but not the amount of bodily movement.
Thus, Aristotle’s image of active reason could be recon-
ciled with the principle of the conservation of energy.
Descartes’s hypothesis that interaction between body and
mind occurred at the pineal gland did nothing to dispel
the philosophical perplexity about how this interaction
could be conceived, and then the pineal gland later was
shown to be nothing more than an obsolescent eye.
Descartes was attached to this idea because the pineal
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gland was the only part of the brain that was not dupli-
cated in both halves of the brain. He was convinced that
the soul, being unitary, could not affect the body at two
points. His hypothesis enabled him to keep his mechanis-
tic account of the body intact.

For a long time it has been fashionable to deride
Descartes’s rather disastrous form of dualism and even to
suggest that he created the body-mind problem. This is a
piece of intellectual insularity. Descartes was perhaps the
first thinker to formulate the problem at all clearly. It
would be possible to deny his basic assumption that body
and mind are qualitatively distinct substances and still to
claim that apart from this metaphysical extravagance his
statement of the problem brought out at least two cardi-
nal points that are involved in it. First, he obviously saw
the logical incongruity of explaining mental processes,
such as geometric reasoning and deliberating before
action, in mechanical terms. There is a logical gap
between the types of explanation used, as Aristotle had
pointed out in his criticisms of the mechanists who held
that the soul was moved. Descartes, in his account of the
transactions that were alleged to take place at the pineal
gland, must have thought that motion at this point is
somehow identical or correlated with the mental activity
involved in producing an idea or making an act of will.
His hypothesis did much to draw attention to this logical
disparity between the two types of description.

Second, Descartes’s account did much to establish
privacy, rather than Aristotle’s criterion of purpose with
plans and rules superimposed at the level of the rational
soul, as the main hallmark of the mental. As has been
indicated, Descartes’s theory in this respect marked the
culmination of a trend that can be traced back through
Augustine and Plotinus to Philo. To attribute mind to
something is not just to say that men act in accordance
with rules and that their movements persist toward ends.
It is to say that they act like this because of their knowl-
edge of rules and because they are conscious of ends.
Consciousness is crucial for picking out the obvious
respect in which men differ from cunningly contrived
machines. Descartes must be credited with the clearhead-
edness to have stood firm on this cardinal point.

SPINOZA. Benedict de Spinoza’s system was a conse-
quence of pushing Descartes’s assumptions to their logi-
cal conclusions.

Nature and mind. Descartes had accepted the tradi-
tional notion of substance as that which is a cause of
itself, can be conceived through itself, and needs only
itself in order to exist. Spinoza (1632-1677) argued that if
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this is the definition of substance and if there is such a
substance, there can be only one such substance, which
can be called either nature or God. Nature, so conceived,
must have infinite attributes, but we know only two of
them, thought and extension. God is therefore “the place
of the world and the whole system of thinking.” Every-
thing is a mode or modification of God. Thus, nothing
can be adequately explained unless its occurrence can be
deduced from principles applying to the system as a
whole.

Explanation is deductive in character and accords
with mechanical principles. Unlike Descartes, Spinoza
envisaged a science of psychology in which mental as well
as physical phenomena could be deduced from quantita-
tively expressed laws. Emotions, he argued, must obey
laws just as lines, planes, and bodies do. Human beings, as
part of nature, must exhibit the general characteristics of
all modifications of God or nature. They must be deter-
mined within a system; they must have a mental and a
physical aspect; and they must exhibit conatus, or the
striving to persist within their own being. These charac-
teristics must now be considered in turn.

In stating that human behavior was determined
within a system, Spinoza wished to oppose what he con-
sidered to be two basic illusions that human beings had
with respect to themselves. The first of these was the illu-
sion of free will. People are convinced that they have free
will, he argued, because they are conscious of their
actions but ignorant of their causes; thus, they conclude
that they are uncaused. If stones were conscious, they,
too, would believe in free will. Yet human behavior can be
explained just as can the movements of stones. In both
cases the explanation will consist in deducing what
occurs from the laws of the system of which they both are
part, ultimately the system of nature as a whole. The
human body is a system of simpler elements maintained
in an equilibrium, but this system is part of a broader sys-
tem, not a self-contained isolable system. Adequate expla-
nation is seeing events as part of the whole system of
nature; in this system there are no final causes. Nature
just is, like a vast, timeless machine.

Body and mind. How then was the body-mind rela-
tion to be conceived? Spinoza was one of the first to point
to the difficulties in Descartes’s pineal gland hypothesis.
Spinoza’s solution was to suggest that interaction does
not take place for the very good reason that body and
mind are correlated attributes of the same underlying
substance, not distinct substances. Indeed, Spinoza says
that the mind is the idea of the body. This is obvious
enough at the level of immediate confused ideas that are
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of bodily states. But the changes in a man’s body are part
of a larger system, which includes the properties of the
food absorbed in nutrition. A wider knowledge of the
events in a man’s stomach is possible for a physiologist
who can understand the laws governing them. He would
see these events as part of an ever widening network of
events which constitute nature. The man’s feeling of
stomachache, on the other hand, would be confused,
fragmentary, and inadequate, an idea of an effect cut
loose from its causes.

This illustrates the difference between what Spinoza
called the first and second grades of knowledge. The
materials of the first grade are the confused ideas of bod-
ily states that we call feelings and sensations. These ideas
are connected only by principles of association. This is
the level of sense perception and imagery, of uncritical
beliefs founded on animal instinct, association, and
hearsay. The second grade of knowledge is rational
insight. At this level rational connections are grasped as
general notions develop that connect an ever widening
system of events. The more abstract and general thought
becomes, the nearer it approaches the thought of the
Cartesian physicist and, ultimately, God’s thought. There
is also a third grade of knowledge, called scientia intuitiva
by Spinoza, which is more mystical. It is a return from the
abstract laws of the scientist to a grasp of the particular as
illuminated by such laws. The role of the body, as that
which is correlated with mind and of which mind is an
idea, seemed to recede when Spinoza passed to reason, or
the second grade of knowledge. Mind as the idea of the
body becomes at this point almost as difficult a notion as
Descartes’s notion of mental activity somehow mirroring
movement in the brain, for thinking is not of or about
body or brain states any more than it is a form of move-
ment which is similar to or identical with brain states.

Conative aspect of mind. Spinoza’s account of mental
phenomena was much less intellectualistic than that of
Descartes. Indeed, in certain respects he reverted to Aris-
totle’s emphasis on teleology and self-maintenance. Spin-
oza held that the most important characteristic of every
modification of nature was its conatus, its striving to per-
sist in its own essence. In man, as in every other natural
modification, there is an inherent tendency to react to all
changes in a way that maintains its characteristic unity
and equilibrium. A person differs from animals in being
self-conscious in this endeavor.

Spinoza employed this homeostatic postulate to
rewrite Descartes’s account of the passions as presented
in Les passions de I'dme. Descartes had paid particular
attention to the causal influence of animal spirits and had

left rather vague the part played by the cognitive grasp of
the situation, though he generally put forward an ideo-
motor theory. Spinoza evinced little interest in the physi-
ology of the matter. Instead, he developed a theory of
motivation by harnessing Descartes’s passions to his own
homeostatic principle. He postulated that whenever a
body is acted on by another body, its vitality may be
increased, may be diminished, or may remain constant.
The awareness of these occurrences is the mental aspect
of the psychophysical states which are called emotions.
There are thus three primary emotions corresponding to
increase, diminution, or maintenance of bodily vitality.
These are joy (laetitia), grief (tristitia), and desire (cupid-
itas). As a result of experience people tend to keep before
them what will increase their vitality and remove what
will decrease it. “Love” is thus defined as “joy accompa-
nied by the idea of an external cause.”

Spinoza drew a sharp distinction between the passive
emotions which characterize the first grade of knowledge
and the active ones which mark the second and third
grades. People are passive when the cause of changes in
them lies outside them. In this state of human bondage
the emotions that accompany confused, fragmentary
ideas are thrust on people; they tend to be sporadic, inor-
dinate, unpredictable, and obsessive. Individuals are sub-
ject to panic, jealousy, and overmastering loves and hates.
When a man passes to the second grade of knowledge,
however, his vitality is increased, and there is a distinctive
form of joy that goes with the use of reason. The expla-
nation of human conduct is now to be sought within
him, in his clear understanding of the world and of his
relation to it. By understanding himself, including his
own emotions and history, as part of the system of
nature, a man can attain a kind of freedom, which
depends upon his acceptance of his own nature. He is
then capable of rational self-love and rational benevo-
lence and can attain glimmerings of the greatest good
which he can possess—“the knowledge of the union
which the mind has with the rest of nature.” The attain-
ment of this state brings its own delight.

In making suggestions for attaining this state of
blessedness, Spinoza in many respects anticipated later
psychoanalytic techniques, as well as the general psycho-
analytic aim of replacing subservience to irrational
promptings by rational control based on self-knowledge.
He thought, for instance, that many irrational reactions
could be traced back to an early reaction to an object to
which the present object had become associated by irrel-
evant similarities. Scientific understanding of this might
help to dissociate the emotion from the irrelevant stimu-
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lus. He was not so naive, however, as to suppose that mere
intellectual understanding could free an individual from
the obsessiveness of emotion. It takes an emotion to mas-
ter an emotion. And Spinoza thought that seeing things
“under the aspect of eternity” had a specific emotional
accompaniment. Hence, the psychological shrewdness as
well as the ethical profundity of his remark, “Blessedness
is not the reward of right living; it is the right living itself.
Nor do we delight in blessedness because we restrain our
desires. On the contrary it is because we delight in it that
we restrain them.”

HOBBES. Hobbes (1588-1679) already subscribed to the
deductive model of geometry when he visited Galileo in
1636. He returned replete with concepts and laws that
were to form the foundation of his psychology. For the
idea had dawned on him, perhaps suggested by Galileo, of
applying the new natural philosophy to human behavior.
Of course, Epicurus had long ago sketched a mechanical
theory of mind, but it was very general. Galileo had
worked out the details of a new theory of motion. Could
not still further consequences be deduced from the law of
inertia? Harvey had deduced the theory of the circulation
of the blood from mechanical postulates. Could not
Hobbes apply the details of this new theory of motion to
psychology and politics?

Body and mind. Hobbes did not really see any par-
ticular problem about the relationship between body and
mind because for him everything was body. Even God
must have a body if he exists, for “substance incorporeal”
is a contradiction in terms.

Thus, “conceptions and apparitions are nothing
really but motions in some internal substance of the
head” Sensation is “some internal motion in the sen-
tient,” and pleasure is “nothing really but motion about
the heart.”

In truth, Hobbes was not much worried by such
philosophical niceties as whether, according to his theory,
mental phenomena like thinking were being postulated as
identical with or merely causally dependent on motions
in the head. He was much more interested in working out
a mechanical explanation of these phenomena. This is
what makes his psychology of absorbing interest. It rep-
resents just about the first attempt in the history of psy-
chology to put forward in any detail something that
begins to look like a scientific theory.

Mechanical theory of mind. According to Hobbes, in
sensation the sense organs were agitated by external
motions without which there could be no discrimination
and, hence, no sensation. The selectivity of perception
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was explained by suggesting that while a sense organ
retains motion from one object it cannot react to
another; similarly, in attention the motion from the root
of the nerves persists “contumaciously” and makes the
sense organ impervious to the registering of other
motions. Imagination was explained by a strict deduction
from the law of inertia: “When a body is once in motion,
it moveth, unless something else hinder it, eternally; ... so
also it happeneth in that motion, which is made in the
internal parts of man, then, when he sees, dreams, etc....
Imagination therefore is nothing but decaying sense.”
This decay is not a decay in motion, which would be con-
trary to the law of inertia. It comes about because the
sense organs are moved by other objects. This explains
why dreams are so vivid, for in sleep there are no com-
peting motions from the outside world. Thus, the longer
the time that elapses after sensing an object, the weaker
the imagination. Memory is imagination with a sense of
pastness added to it.

This was an exciting and an ingenious theory. The
difficulty about it is that the type of distinction implied in
the explicanda cannot really be deduced from the
mechanical postulates of the theory, for the differences
between perceiving, imagining, and remembering are
basically epistemological ones implying standards and
criteria different from those that might be attributed to
mere movements. Hobbes never faced the basic difficul-
ties that Aristotle first formulated in his opposition to the
theory that the soul was itself moved. Nevertheless,
Hobbes did produce something that looked like a scien-
tific theory. Its conceptual difficulties attend all psycho-
logical theories that attempt to translate epistemological
distinctions into differences of process.

Mechanical theory of action. In the theory of action
Hobbes attempted to get rid of final causes and to substi-
tute efficient causes for them. To do this, he had to intro-
duce the concept of endeavor, which was very different
from Spinoza’s conatus. He used the term endeavor to
designate infinitely small motions, which he postulated as
occurring in the medium between the object and the
sense organ, between the sense organ and the brain, and
heart. His theory of motivation was that external objects
transmit motions by a medium to the sense organs and
from there to the brain and to the heart; this results not
only in the production of images but also in some alter-
ation or diversion of vital motions round the heart. When
these incoming motions help the circulation of vital
motions, it appears to us as pleasure, and the body is
guided to preserve the motions by staying in the presence
of the stimulating object; and conversely with pain.
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Appetite and aversion are thus the first endeavors of ani-
mal motion. They are succeeded by the flow of animal
spirits into some receptacle near the “original” of the
nerves which brings about a swelling and relaxation of
the muscles causing contraction and extension of the
limbs, which is animal motion.

Hobbes thought this mechanical account of action
was quite consistent with ascribing a central role to con-
sciousness, for in Hobbes’s view all action was voluntary
in the very strong sense that it is preceded by the thought
of an end to be attained. He also claimed that the only
way to develop a science of human nature was to look
into ourselves and analyze what we find there. Hobbes
found two basic motions of the mind, “the one arising
from the concupiscible part, which desires to appropriate
to itself the use of those things in which all others have a
joint interest; the other proceeding from the rational that
teaches every man to fly a contra-natural dissolution, as
the greatest mischief that can arrive to nature.” Every-
thing we do is derived from the desire for power or the
fear of death. Conflict between manifestations of these
basic motions of the mind leads to deliberation. In this
“alternate succession of appetite and fear” the one that
emerges triumphant is called “will.” “Will therefore is the
last appetite in deliberation.” Free will is an illusion, for
the outcome of such conflicts can be explained mechani-
cally.

Theory of passions. On top of this mechanical
ground plan Hobbes superimposed an account of the
passions taken largely from Aristotle’s Rhetoric. They are
to be distinguished by reference to the objects of appetite
and aversion as well as by our opinion of attaining such
objects. Ambition, for instance, is desire for office; hope is
appetite with an opinion of attaining. Individual differ-
ences are due, in the main, to differences in the mobility
and agility of the animal spirits. Dullness, for instance,
derives from “a grossness and difficulty of the motion of
the spirits about the heart” Hobbes even had a theory of
laughter, which he thought to be the expression of sudden
glory caused by something new and unexpected in which
we somehow discover ourselves superior to others.

Hobbes assigned a special place in his theory of the
passions to curiosity, which, together with the ability to
name things and hence to reason deductively, distin-
guishes humans from animals.

Hobbes’s account of the passions was unusual in that
it was so positive. For him passions were not, as for the
Stoics, imperfect reasonings; they were a particular case
of motion in the natural world on which his account of
human nature was erected. Nevertheless, when he dealt

with what was distinctive of man, his reason, Hobbes
parted company with both naturalism and mechanical
theory. The type of reason, called prudence, which
enables man to satisfy his desires more efficiently, on the
basis of experience, must be sharply distinguished from
the reason by means of which men are able to arrive at the
universal truths of geometry and philosophy.

Scope of mechanical theory. This is not the place to
enter into the tortuous details of Hobbes’s nominalist
theory of meaning or his conventionist theory of truth. It
is important to note, however, that in dealing with these
specifically human facets of behavior, just as in his treat-
ment of the foundations of civil society, Hobbes defended
a position that stressed above all the role of artifice and
convention. He even put forward a kind of contract the-
ory of definition to parallel his social contract theory of
government. These accounts were underpinned by a very
crude causal theory of signs as well as by a mechanical
theory of human nature. But no clear connection was
ever made between the conventionist and naturalistic ele-
ments. David Hume later tried to make such a connection
by suggesting that reason was a wonderful and unintelli-
gible instinct in human nature. Hobbes, however, more or
less ignored his own mechanical theory when he dealt
with geometry, law, logic, and other such artificial cre-
ations of human reason.

Thus, although Hobbes was the first thinker to
develop in any detail a mechanical theory of mind, he
also, more or less unwittingly, exhibited the glaring diffi-
culties in such an undertaking. Indeed, the things in
which he was most interested, apart from politics, were
precisely those things which it is very difficult to accom-
modate within a mechanical theory.

LEIBNIZ. Gottfried Wilhelm Leibniz (1646—1716) under-
stood much better than Hobbes the new natural philoso-
phy; indeed, his discovery of the infinitesimal calculus
contributed considerably to it. However, he resisted its
mechanistic implications. Descartes had viewed nature,
the animal world, and bodies as machines but had
stopped short at mind; Hobbes had mechanized mind as
well. Leibniz went to the other extreme and mentalized
nature. In many respects he reverted to Aristotle.

Nature and mind. The Monadology was a brilliant
synthesis of Aristotelian logic taken seriously and a vari-
ety of trends in the natural sciences. The whole Cartesian
philosophy presupposed the subject-predicate view of
judgment in which every proposition, when reduced to
logical form, has a subject and a predicate. Moreover, the
predicate was thought to be contained in the subject. The
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Aristotelians thought that this common structure of lan-
guage mirrored a world of substances composed of vari-
ous attributes. Leibniz, like Spinoza, took the definition
of substance seriously; he thought that it was the cause of
itself, could be conceived by itself, and needed only itself
in order to exist. But where Spinoza concluded that if this
was the definition of substance, there could be only
one—namely, God or nature—Leibniz concluded that
the world must be composed of countless substances all
exhibiting the features picked out in their definition.
These monads develop according to an immanent princi-
ple that is their force or essence. Everything that will ever
happen to them, their predicates, is included in their orig-
inal notion. The principle of sufficient reason explains
the succession of these states in time, the identity of a
substance at different times being recognized by “the per-
sistence of the same law of the series.” Now I am a sub-
stance and know by introspection that I am characterized
by appetition and perception. What I know about myself
must in general be a paradigm for the basic structure of
all substances. But no two substances are alike. In percep-
tion they all mirror the universe from a particular point
of view. There is no interaction, however. Each monad is
windowless and develops because of its own immanent
principle, not because of external causal influences. The
monads seem to influence one another only because of
the preestablished harmony of their immanent develop-
ment.

This bizarre application of an ancient logical doc-
trine to the world accorded nicely with various new
developments in the sciences. Leibniz naturally regarded
it as consistent with his discovery of the infinitesimal cal-
culus, the guiding idea of which was that a succession of
states develops according to a law governing the series.
The successive states of a monad flow into one another
like a series of terms differing infinitesimally, their devel-
opment being defined by the law of the series. This fitted
well with the law of continuity, which held that natura
non facit saltus (“nature makes no leaps”). Change is a
summation of infinitesimal degrees of change. Further-
more, the recent discovery of the microscope revealed
that if a piece of cheese or a seemingly empty pool is
examined, each will be found to be teeming with life.
Could not all nature, therefore, be alive—a vast system of
monads at varying levels of development? In embryology,
too, the doctrine of preformation was in vogue. The
assumption that all the characteristics of an adult animal
exist in embryonic form from the moment of generation
supported Leibniz’s view that from the original notion of
the monad all its later states and characteristics could be
deduced. His conception of the essence of monads being
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force or activity was connected, too, with his contribution
to the dispute in dynamics about the relationship
between force and mass. Leibniz held that his concept of
vis viva or activity directed toward the future states of the
monad was required by his discovery of the conservation
of momentum.

The synthesis of Aristotelian logic and these trends in
science made Leibniz utterly opposed to the mechanistic
picture of nature and of man in which the real world was
a world of bodies in motion having only primary quali-
ties whose changes were to be explained only by reference
to efficient causes. What is real, he claimed, is not what is
mathematically measurable but our experience of activity
and perceiving. Nature, as well as man, is characterized by
appetition and perception. Final causes are reconciled
with the laws of motion by the principle of sufficient rea-
son, which governs the unfolding of the immanent nature
of the monads. The difference between substances is only
one of degree of clarity in perception and of self-con-
sciousness in appetition. Bare monads have a minimum
of perception and appetition. Their perception is con-
fused, and their appetition is blind. Souls, or conscious
monads, have memory, feeling, and attention. Animals,
or, rather, the dominant monads of animals, are exam-
ples. Rational souls, or spirits, are self-conscious; unlike
brutes, which are “empirics” and are aware only of partic-
ulars, they can reason and understand necessary truths.
Extension is only an appearance, the way in which low-
grade monads appear to us; the laws of motion are just
appearances of the laws of appetition which depend ulti-
mately on God’s choice of what is best. Aristotle and
Galileo are reconciled, but Galileo’s and Isaac Newton’s
laws are, at best, laws of appearances.

Concept of mind. Leibniz’s concept of mind or soul
was articulated in what he said about perception and
appetition. He regarded perception as marvelous because
it cannot be conceived of as an action of the object on the
percipient, for the monads are windowless. Perception is
better regarded as the expression of a plurality in a unity.
One thing may be said to express another when there is a
constant and regular relation between what can be said
about the one and about the other. It is thus that a pro-
jection in perspective expresses its original. The monads
are perspectives of the universe from different points of
view. Expression is thus the genus of which perception,
animal feeling, and intellectual knowledge are species.

Leibniz combined this highly metaphysical account
of perception with some shrewd objections to John
Locke’s tabula rasa theory of the mind. He held that the
senses provide us only with instances and by themselves
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cannot provide the sort of universal knowledge that we
have in science. The mind is active and categorizes expe-
rience by means of which it interprets the testimony of
the senses. The proper analogy for the mind is not a tab-
ula rasa but a block of veined marble. In this doctrine
Leibniz harked back to Aristotle’s active reason and laid
the foundation for Immanuel Kant’s categories. Locke, he
argued, had in fact tacitly admitted this in postulating
mental operations that are known by reflection.

Leibniz maintained that Locke was wrong in saying
that the mind does not always think. We have an infinite
number of perceptions of which we are not aware. Habit-
uation and wandering attention, as well as the smallness
of the perceptions, explain our failure to notice them.
Our attention is often drawn to a sound that has just
occurred and that we would not otherwise have con-
sciously noticed, although we registered it. “These insen-
sible perceptions are also the signs of personal identity
and its constituents; the individual is characterized by
traces of his previous states which these perceptions pre-
serve by connecting them with his present state.” They are
also the means of recollection. They explain decisions
that seem arbitrary to us, like turning to the left rather
than to the right; they explain frequent feelings of uneasi-
ness which are not intense enough to be felt as pain.
These insensible perceptions, he argued, are “as much use
in pneumatics as is the insensible corpuscle in physics.”
Both are beyond the reach of our senses, and there are as
good grounds for believing in one as in the other. Since
“nature makes no leaps,” these insensible perceptions
must accord with the law of continuity. “All this brings us
to the conclusion that observable perceptions come by
degrees from those which are too small to be observed.”

Although Leibniz confused some rather different
things in this doctrine—for example, unconscious per-
ceptions, minute perceptions that summate like the noise
of waves in the roar of the sea, and confused percep-
tions—he prepared the ground for the concept of uncon-
scious mental processes which was to prove so important
in nineteenth-century thought, and he anticipated later
investigations of subliminal perception and “determining
tendencies.” This shows how a highly speculative theory
can lead to the emphasis on facets of experience which
may be very important but which have previously been
disregarded.

Leibniz’s emphasis on appetition as the other main
characteristic of monads was a welcome change from the
intellectualism of Descartes and Locke. However, Leibniz
made no detailed empirical derivations from this notion
to match the derivations made from his concept of per-

ception. It had more affinities with Spinoza’s “conatus”
than with Hobbes’s “endeavor,” although it was really the
Aristotelian conception of the formal and final cause
brought up to date and made compatible with dynamic
theory. His concept can best be elucidated by quoting
him; he calls his concept by the Aristotelian term “ent-
elechy,” which is “a power mediating between the simple
faculty of acting and the definite or effected act. It con-
tains and includes effort. It is self-determined to action,
not requiring to be aided, but only requiring not to be
inhibited. The illustration of a weight which stretches the
cord it is attached to, or of a bent bow, may elucidate the
notion.”

Soul and body. Leibniz believed that every living
creature is composed of a vast number of special organic
structures each developing in its own characteristic way;
they are all so coordinated and mutually complementary,
however, that together they act as an individual. The
unity is the soul or the dominant monad; the multiplicity
is the body or assemblage of bare monads. The monads of
the body all have their own activity, and they are repre-
sented or mirrored in the perceptions of the dominant
monad or mind. The mind has no power to interfere with
or penetrate the forces that it seems to direct. The activi-
ties of the monads of the body subserve the dominant
activity of the mind as the players of an orchestra, each
playing independent parts, subserve the performance of
the symphony, and the symphony is the resultant har-
mony, which has been preestablished. The manifold
activities of the bare monads thus combine to bring
about the end of the dominant monad. The body
depends on the mind in the sense that the reason of what
happens in the body is to be found in the mind (compare
to Aristotle’s view of soul and body).

Thus, Leibniz reverted to a view of mind and nature
which was basically Aristotelian, but he transformed the
Aristotelian entelechy by giving it the basic hallmarks of
Cartesian mind—thinking and willing as experienced
from within. Furthermore, he pressed the emphasis on
privacy much further than Descartes by claiming that the
monads are windowless and that everything that will ever
happen to them is contained in their original notion.

There was, however, another radically different con-
cept of mind which developed out of Descartes’s stress on
privacy and incorrigibility as the hallmarks of mental
states. This was that of British empiricism, which culmi-
nated in Hume and the associationists.

HUME. The contribution of Hume (1711-1776) to psy-
chology was not very extensive in its details because his
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theorizing about the mind, like that of George Berkeley
and Locke, was mainly a way of doing epistemology. And
there were special reasons, deriving from his epistemo-
logical position, for his eschewing speculation about the
relationship between mind and body and the general sta-
tus of mind in nature. Nevertheless, his general concept
of mind was of considerable historical importance. It was
the first thoroughgoing attempt to eliminate spiritual
substance altogether, and it was the first theory to make
reason subservient to the passions and to extol the impor-
tance of instinct and habit. It was also the first attempt to
develop a Newtonian theory of mind and to erect the
principles of the association of ideas into scientific postu-
lates—an undertaking which considerably influenced
David Hartley and hence the course of associationist psy-
chology.

Hume’s predecessors. John Locke (1632-1704) took
from Descartes the assumption that we are confronted
with our own ideas, not with things, and that some kind
of certainty is both desirable and attainable. He rejected,
however, Descartes’s doctrine of innate ideas and adopted
a Baconian version of empiricism. He postulated simple
ideas of sense that made their imprint on the passive tab-
ula rasa of the mind. Once ideas got into the mind,
Locke’s theory more or less followed Descartes’s, for he
believed that the active spiritual substance within intuits
relations between ideas, the relations which form the
foundations of knowledge. Locke, however, did not stick
consistently to his “way of ideas.” For example, he
asserted, like Descartes, that we have intuitive knowledge
about our own existence as selves and “sensitive” knowl-
edge of things existing independently of our perceptions
of them. They are material substances that support “pow-
ers” to produce in us ideas of primary qualities, which are
real properties of the things in question, and secondary
qualities which are not real.

George Berkeley (1685-1753) stuck more consis-
tently to the way of ideas and eliminated material sub-
stance, of which we have and could have no idea because
it is a logical absurdity; the representative theory of per-
ception; and the distinction between primary and sec-
ondary qualities. He claimed, however, that we have
“notions,” rather than ideas, of ourselves as active agents
and of other minds, including God. We also have a notion
of our own causal activity. Berkeley relied on this notion
to distinguish ideas of sense from ideas of imagination,
for having eliminated the concept of a thing independent
of our perceptions, Berkeley had to have a criterion for
distinguishing what are commonly called things from the
mere coexistence of qualities; imaginary objects, for
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instance, appear to us as clusters of coexisting qualities.
Thus, he claimed that when we see objects, it is God talk-
ing the divine sense language and producing ideas in our
minds; when we imagine objects, we are doing the pro-
ducing ourselves and have a notion of our own agency in
so doing. Berkeley’s stress on the activity of the mind
contrasted strongly with Locke’s tabula rasa.

Hume simply stuck rigorously to the way of ideas
and eliminated Berkeley’s “notions.” There was no simple
idea of material substance, of ourselves and others as
spiritual substances, of God, or of causal agency. All that
was left, therefore, as genuine components of the mind
were ideas themselves and certain links between them.
Hume likened the mind to a theater “where several per-
ceptions successively make their appearances, pass,
repass, glide away,” and to a political organization in
which the members come and go but the principles of
organization—the principles of the association of
ideas—persist.

Hume’s contributions. Hume was the first to attempt
an explicit distinction between images, which he called
impressions, and what we would now call sensations—he
called them ideas. He regarded them as two sorts of per-
ceptions. Impressions could not be distinguished from
ideas in a Lockian way by their relation to an external
object. For Hume, following the way of ideas, disclaimed
any possibility of knowledge of a world of objects existing
independently of our perceptions. And, because he ruled
out notions, Berkeley’s appeal to awareness of our causal
agency in producing ideas of imagination was not open
to him. Of course, like Berkeley, Hume agreed that what
we call things exhibit a certain constancy and coherence;
they resemble past clusters of qualities. We assume inde-
pendent existence in order to connect past with present
perceptions. But, he argued, we can no more demonstrate
the existence of a world independent of us than we can
demonstrate that pleasure is preferable to pain.

There are, however, subjective criteria for making the
distinction between images and sensations, which is all
that remains once belief in a world of independent
objects has been ruled out. These are the criteria of vivid-
ness and order. Hume suggested that ideas could be
picked out because they were faint copies of previous
impressions. In other words, impressions are both more
vivid than ideas and prior to them. But he gave coun-
terexamples to both these criteria—those of vivid ideas in
fever or madness and of forming an idea of a color that
had never previously been presented as an impression. In
the case of fever or madness Hume suggested that the
imagination transfers the vividness of an impression to
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an idea. Similarly, our belief in an external world is a work
of the imagination.

Hume’s recourse to the imagination was of cardinal
importance in his account of the mind because it linked
his theory of knowledge with his rehabilitation of feeling.
It has often been remarked that one of the main features
of Hume’s philosophy was a reversal of the roles hitherto
ascribed to reason and feeling. He brought over into epis-
temology his ethical theory, which he adapted from Fran-
cis Hutcheson’s theory of moral sense, that moral
judgments are based on feeling. “Reason is, and ought
always to be, the slave of the passions.” This moral sense
was the product of biological properties inherent in the
species; it had its counterpart in our judgments of mat-
ters of fact and existence. Reasoning is “nothing but a
wonderful and unintelligible instinct in our souls.” Our
belief in the reality of causal connections or in the exis-
tence of an external world or that the future will resemble
the past are instinctive and indemonstrable. “Nature, by
an absolute and uncontrollable necessity, has determined
us to judge as well as to breathe and feel.” The categories
used by scientists in their theories, such as continuity and
causality, are largely products of the imagination.

Hume stressed facets of human nature that had been
largely neglected since Aristotle. He postulated an origi-
nal fabric of human nature consisting of various propen-
sities not unlike that of later instinct theorists. He also
extolled the place of habit in conduct, not simply in
explaining such developed forms of behavior as obedi-
ence to government but also in explaining the origin of
some indemonstrable beliefs. For instance, he held that
the idea of causal connection could be analyzed into the
elements of priority in time of event A to event B and
constant conjunction of event A with event B, together
with a conviction of the necessity that B must follow A. As
there was no impression of this necessity given in experi-
ence, Hume attributed our belief in it to habit or a “deter-
mination of the mind” brought about by experience of
such constant conjunction and the force of the imagina-
tion.

The passions. Appropriately enough, the details of
Hume’s psychology consisted mainly of an elaborate and
highly complex theory of the passions, stated in Book 2 of
his Treatise of Human Nature. One of Hume’s tasks was to
rehabilitate the passions, the natural feelings of decent
people, from the Puritans’ distrust and the rationalists’
disregard. He also had to demolish sophisticated theories,
deriving from Hobbes, in which all passions were
regarded as forms of self-love. Whereas Bishop Butler
attacked psychological hedonism in order to establish the

supremacy of conscience, Hume refuted the hypothesis of
self-love in order to make way for his rival hypothesis of
innate benevolence and sympathy.

He also regarded the sensations of pleasure and pain
as part of the original fabric. In a passion one of these
sensations is accompanied by an affection. The direct
affections include desire and aversion, joy and grief, hope
and fear. The difference between these depends on the
character of the expectation of good or evil. Desire is for
present good, joy for assured good in the future, and hope
for probable though remote good in the future. Hume
thought that through experience these affections,
together with the sensation of pleasure or pain associated
with them, can become associated with an object. This
generates such indirect passions as pride and humility,
when the object is ourselves, or love and hate, when the
object is other people. Benevolence and malevolence,
however, are not derived from love and hate. Hume
classed them as direct and instinctive.

Sympathy occupied a role in Hume’s theory of pas-
sions somewhat similar to imagination in his theory of
belief. The idea of another person’s feeling is said to be
associated with the idea of oneself, and the required live-
liness is thus imparted to the otherwise neutral concep-
tion of another person’s joy or sorrow.

The idea of the self played an important part in
Hume’s intricate account of the passions. Like the idea of
causality, it presented a serious problem for analysis, for
we believe strongly in the reality of both of them. Yet,
Hume argued, there was no simple impression of sense
from which these ideas derived. Introspection revealed
only “some particular perception or other, of heat or cold,
light or shade, love or hatred, pain or pleasure.” What we
call self must therefore be “a bundle of perceptions.” Like
Locke, Hume then went on to compare the self to an oak,
a vegetable, or any type of organism which maintains
itself through change by virtue of its relations. Another
apt analogy is the self-maintained unity of a political
association. But Hume maintained that the unity of this
bundle, which makes it a “connected heap,” is associative,
not real; there are no grounds for ascribing to it the sim-
plicity and permanence which are required for real unity.
Perceptions are loose, separate, perishing existences.
There can be no real links between them. The problem is
to explain how we come to believe that there are.

Hume made the same type of move in relation to the
idea of self that he made in the case of causality. He
demonstrated that if the way of ideas is followed, there is
no ground in experience for believing in the reality of the
self; he then embarked upon some speculative psychology
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to explain how we come to have this belief. He suggested
that members of the bundle are related to one another in
a specific way in time, the order being preserved by mem-
ory. The members have the relations of resemblance and
cause and effect between them. But cause and effect is not
a real relation; thus, no real unity characterizes the self.
We come to believe in it because of the “felt smoothness”
with which we pass from one idea to another once the
associative links have been established.

Nature and mind. Although Hume’s adherence to
the way of ideas ruled out wide speculations about the
place of mind in nature, there was a highly imaginative
idea behind his positivistic system. Hume regarded him-
self as the Newton of the sciences of humankind. He
made frequent references to his pursuit of the experi-
mental method and thought his rigorous interpretation
of the way of ideas to be thoroughly consistent with New-
ton’s methodological canons of economy and simplicity
in explanation, testability of hypotheses, and refusal to
postulate occult causes. Hume stressed that once we have
arrived at the original fabric of human nature, it is futile
to attempt to satisfy any further our intemperate desire to
search for other causes.

But Hume did not emulate Newton merely in his
methodology. He also regarded his concepts in the psy-
chological sphere as parallel to Newton’s concepts in the
physical. His simple impressions were the equivalent of
Newtonian atoms, and his principles of association were
likened to the “gentle force” of Newton’s principles of
gravitational attraction. Indeed, Hume regarded imagina-
tion and, perhaps, sympathy as cohesive forces. When
imagination works according to the associative principles
of resemblance, contiguity, and cause and effect, the
result is what Hume called the understanding. When it
works capriciously, the result is fancy. Of course, the prin-
ciples of association were as old as Aristotle, though Aris-
totle’s principles were not the same as Hume’s. Hobbes,
too, had made use of them, though he believed that
thought which was guided by desire or which exhibited a
plan was more important. However, in Hume’s system for
the first time they were looked upon as important scien-
tific principles governing the working of the mind. This
conception was taken up by Hartley in his theory of
vibrations and developed into the associationist school of
psychology.

Hume’s theory was also important in the history of
psychology because it firmly established psychology as
the science of the contents of consciousness. Although
Descartes’s first certainty was rejected in relation to its
content, what persisted was the assumption that a man
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has some incorrigible sort of knowledge about his own
mental states. Hume rejected Descartes’s search for sim-
ple natures, which appear to the mind as clear and dis-
tinct ideas, as the foundations of science. Instead, he
postulated simple impressions of sense, perishing exis-
tences about which we can be certain provided that we
make no inferences beyond them. Because Hume, like
Locke, consistently confused psychology with epistemol-
ogy, two parallel traditions developed from his work. On
one hand, there was the search in epistemology for sense
data which could provide an incorrigible basis for a sys-
tem of knowledge; on the other hand, there was the devel-
opment of introspective psychology whose task was
envisaged as cataloguing the contents of the mind, ana-
lyzing them into simple units, and attempting generaliza-
tions about the links between these units which explained
the generation of complex ideas and states.

Body and mind. Hume, understandably enough, had
little to say about the relationship between mind and
body. Body, according to his theory, stood for another
bundle of impressions. He did not even connect the idea
of self with impressions of bodily states, which might
have been an obvious move if he had looked seriously for
specific impressions, from which the idea of self is
derived. In the Humean tradition William James, for
instance, later suggested that the idea of self was inti-
mately connected with impressions of breathing, cephalic
movements, and the like. But Hume made no such sug-
gestion. He noted the inexplicability of the fact that “the
motion of our body follows upon the command of our
will” “Will,” he suggested, was another name for the
strongest motive (compare to Hobbes’s account). But we
simply have to accept these de facto connections between
events. To speculate further would be to postulate occult
causes and thus to sin against both Newtonian methodol-
ogy and the way of ideas.

KANT. It would be very difficult to sketch the contribu-
tion of Kant (1724-1804) to psychology within the
framework previously used, partly because he made very
little direct and explicit contribution to psychology and
partly because his Copernican revolution in philosophy
involved a radical reformulation of questions asked under
such a framework. Furthermore, though Kant’s concept
of mind may, in fact, be extremely important insofar as it
delimits the sphere of empirical psychology, those who
developed empirical psychology in fact paid little heed to
the implications of Kant’s position. Perhaps that was a
pity, for Kant made a sustained effort to separate episte-
mology from empirical psychology, and until these two
are clearly distinguished, there will continue to be confu-
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sion in this area, as is demonstrated in the genetic psy-
chology of Jean Piaget. Nevertheless, Kant’s influence on
psychology was largely negative and indirect; thus, only a
short exposition will be given of those parts of his critical
philosophy which seem relevant to psychology.

First and foremost, Kant rejected the notion of the
empiricists that what is called mind could be explained as
the product of ideas arising from experience and system-
atizing themselves according to laws of association. Kant
maintained that the mind must be regarded as a structure
regulated by principles of its own activity. These princi-
ples could not be arrived at empirically, for they were pre-
supposed by any empirical investigation, including
psychology. They could be arrived at only by critical phi-
losophy, which asked the question “What must be pre-
supposed for our experience to be possible?”

Kant was particularly interested in two realms of
experience—Newtonian science and the autonomous
morality of thinkers of the French Revolution. Kant
attempted to reconcile the rationalism of Christian Wolff
and Leibniz with the empiricist position of Hume by pos-
tulating an active mind whose nature was to impose a
structure on experience to make it intelligible. This struc-
ture was composed of the categories used by scientists,
such as substance, cause and effect, and continuity, which
Hume had assigned to the imagination; Kant attributed
the structure to reason, which synthesizes the data of
sense. The content is provided by the senses, but the form
is provided by reason. Thus, what we call nature is in part
the work of mind. It is composed ultimately of things-in-
themselves, whose real nature must be forever unknow-
able. We, too, must exist as noumenal selves, as things-
in-ourselves. Of course, Hume was right in maintaining
that we have no impressions of such selves. At best, we
have intimations of such selves behind the appearances in
our moral experience as active rational beings.

Human beings have empirical selves insofar as they
have bodies and psychic functions—for example, sensa-
tion, imagery, feeling, purposes—which depend on
embodiment. Such selves can be known by inner sense,
and their manifestations can be investigated empirically;
Kant called such a study anthropology. Kant made his
mark on the history of introspective psychology by
imposing on these phenomena the tripartite division—
knowing, feeling, and willing—worked out in his Critique
of Judgment. But he did not note anything particularly
novel about the phenomena thus investigated, although
he did declare that such investigations could never be
properly scientific. He was convinced that science
involved quantification and that since the phenomena

studied by anthropology could not be subsumed under
mathematically expressed laws, psychology could at best
be a collection of descriptive material classified under the
headings that he suggested. Thus, Kant’s extrapolation of
Newtonian physics as the paradigm of all sciences had the
negative effect of making it incumbent on those who
wanted to develop psychology as a science to attempt the
quantification of the phenomena to be studied. The result
was Gustav Theodor Fechner’s psychophysics, Johann
Friedrich Herbart’s attempt at mathematical laws of con-
sciousness, and countless other premature attempts at
quantification.

Another result of Kant’s analysis was an increase of
interest in the problems connected with the self. The con-
troversy about the existence of a pure self and whether it
was a proper object of study occupied most thinkers dur-
ing the nineteenth century. Of much more importance
for psychology, however, was Kant’s doctrine that there
can be no science of human actions, though its impor-
tance has seldom been recognized by those who are com-
mitted to empirical psychology. Human actions are the
product of human reason, deliberation, and choice, and
Kant held that insofar as a man’s reason is involved, his
behavior is not explicable in terms of the mechanical laws
of nature. He acts freely and is determined only by
rational laws of his own creation. This was similar to
Spinoza’s doctrine of freedom and activity. It raises all
sorts of problems about the relationship between reason
and emotion and between mind and body, problems that
Kant did not seriously tackle. His concept of a rational
being as a noumenon which was somehow related to a
phenomenal embodied self was a metaphysical model
that dramatized difficulties connected with the mechani-
cal explanation of thought and rational action which
Descartes had used a different model to depict. Kant laid
more stress on the concept of will and rational action
than did Descartes, but both men picked out a crucial
problem for the development of psychology to which no
satisfactory answer has yet been given.

TRANSITION FROM PHILOSOPHY TO
SCIENCE

The history of psychology as thus far reviewed is in the
main a history of the philosophy of mind, and the issues
discussed have been mainly philosophical issues. The rest
of the history, however, will be concerned with the slow
but progressive disentanglement of psychology as an
empirical science from philosophical speculation.

Although it is possible to consider Aristotle’s De
Anima as the transition from presystematic to systematic
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psychology, the transition from philosophy to empirical
science cannot be pinpointed so precisely. This was not so
much a transition as a process of differentiation. Indeed,
it began with Aristotle, but it becomes unmistakable in
the psychologies of Descartes and Hobbes, both of whom
were affected by the impact of Galileo’s physics. Both
framed hypotheses about the physical and physiological
mechanisms of consciousness and behavior that were in
principle testable by observation and experiment. From
Descartes and Hobbes the main line of development in
empirical psychology was through the British empiricists
Locke, Berkeley, and Hume.

EIGHTEENTH-CENTURY BRITISH PSYCHOLOGY.
Locke’s new way of ideas laid the foundations for the twin
doctrines of sensationism and associationism. The theory
was that the mind is composed only of sensations and
mental images (mental images being faint copies of sen-
sations), that all complex percepts or ideas are formed
through association, and that all trains of thought arise
through association. Locke’s analysis of mind was not so
simple as that. He included ideas of reflection, abstract
ideas, and the self, or possessor of sensations and ideas.
Berkeley contested the existence of abstract ideas and fur-
thered the development of associationism by giving an
associationist explanation of the perception of the third
dimension of space—another hypothesis that was to
become the subject of experimental study. Hume further
refined sensationism by eliminating the self on the basis
of the negative result of his attempt to observe it by intro-
spection. The next important step was taken by Hartley,
who proposed a neural basis of conscious processes. His
hypotheses, too, could in principle be tested by observa-
tion and experiment. Further refinements and elabora-
tions of associationism are to be found in the works of
James Mill, J. S. Mill, Thomas Brown, and Alexander
Bain. The associationist doctrines spread to the Conti-
nent and as experimental psychology later returned to
England and went to the United States.

A second major influence on the advance of psychol-
ogy toward the status of an empirical science was pro-
vided by the biological sciences, notably in the
evolutionary doctrine of Darwin. This influence was later
to prove one of the causes of the disruption of associa-
tionist psychology.

Hartley. While David Hartley (1705-1757) was prac-
ticing medicine, he made many observations of psycho-
logical interest and wrote his major opus, Observations on
Man, His Frame, His Duty, and His Expectations (1749). It
was a thoroughgoing attempt to provide a neurophysio-
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logical basis for the mental processes of sensation,
imagery, and association. Influenced by Newton’s Opticks,
he proposed an explanation of conscious experience and
association in terms of vibrations transmitted through
nerves, which were conceived of as solid fibers, thus
breaking from the earlier conception of nerves as hollow
tubes for the conduction of the animal spirits. For every
kind of sensation there are different kinds of vibrations or
vibrations differently located; corresponding to images or
memories, there are vibratiuncles, miniature vibrations
that can persist after the larger vibrations have subsided
and which form the physical substratum of memory. The
associative processes occur by virtue of the fact that if two
stimuli occur simultaneously and produce two corre-
sponding vibrations in two regions of the brain—say,
vibration A arising from a visual stimulus and vibration
B arising from an auditory stimulus—the repetition of
only the visual stimulus producing vibration A will
arouse vibration B in the absence of the original stimulus
that produced B. This is a simple translation into neuro-
physiological terms of the traditional principle of associ-
ation of ideas, explaining, for example, the association of
thunder with lightning. Hartley further advanced associ-
ationist theory by suggesting ways in which some of the
several special laws of association—contiguity in space,
contiguity in time, contrast, and similarity—could be
reduced to the single law of association by temporal con-
tiguity. He also offered a more detailed account than had
yet been given, in terms of association, of the formation
of general ideas.

Brown. As professor of moral philosophy in Edin-
burgh, Thomas Brown (1778-1820) delivered a series of
lectures subsequently published under the title Lectures
on the Philosophy of the Human Mind. Though not him-
self an associationist, he made very important contribu-
tions to the theory of association, which he preferred to
describe as suggestion. Two of his ideas were of especial
importance. First, he distinguished between simple sug-
gestion, which is association in the commonly accepted
sense, and relative suggestion, which is not in any sense an
associative process but is a process that was later to be
described by Charles Spearman as the “eduction of rela-
tions.” Second, Brown formulated the secondary laws of
association—the principles of recency, frequency, dura-
tion, liveliness, and so on. These were later to become the
subject of innumerable experimental studies.

NINETEENTH-CENTURY BRITISH PSYCHOLOGY.
Brown’s philosophy was severely criticized by Sir William
Hamilton (1788-1856) in his Discussions on Philosophy
and Literature (1852) and his Lectures on Metaphysics and
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Logic (posthumously published in 1859-1860), but
Brown was defended with no less force by J. S. Mill in An
Examination of Sir William Hamilton’s Philosophy (1865).
Hamilton, who was professor of logic and metaphysics at
Edinburgh from 1836 until his death, had been greatly
attracted by German philosophy and contributed to the
rise of the British idealistic school of philosophy later to
be represented by T. H. Green and E H. Bradley. This
school, deriving its inspiration from the intellectualist
and idealist thought of G. W. F. Hegel and other Conti-
nental philosophers, had no common ground with the
mechanistic empiricist and physiological approach of the
British psychologists, but in its criticism contributed to
the refinement, as well as the demise, of associationism. It
was Bradley who, in attacking the atomistic features in
associationism, phrased the dictum “Association marries
only Universals.” This theme was to be developed in an
original way in G. E. Stout’s doctrines of noetic synthesis
and relative suggestion.

James Mill and John Stuart Mill. Associationism
reached its zenith in the work of James Mill (1773-1836).
An economist and historian rather than a philosopher or
psychologist, he learned his philosophy—hedonistic util-
itarianism—from Hartley. His psychology, however, was
a refinement of Hartley’s and his analysis of mind was
much more acute. The Analysis of the Human Mind
appeared in 1829. Mental life was reduced to sensory ele-
ments, and the development of complex ideas was
explained by the principle of association. Mill gave a
clearer account than had Hartley of the way in which the
several laws of association could be reduced to the single
law of contiguity. He refined previous accounts of emo-
tional experience in terms of sensations. Like Hartley, he
attempted to apply the principles of associationism to the
explanation of the complex phenomena of conscience
and religion.

John Stuart Mill (1806—1873), his son, was a more
subtle and acute philosopher than his father. He was cer-
tainly more disposed to take seriously any objection to a
theory he wished to defend. In his rational and reasonable
way he was inclined to make concessions that resulted in
his rejecting the original theory. He sacrificed simple
hedonism by conceding that pleasures might differ in
quality. He gave up associationism by introducing the
concept of mental chemistry—the idea that mental com-
pounds, like chemical compounds, might exhibit proper-
ties not deducible from the properties of the elements.
This breach in the associationist defenses was to be
widened later by doctrines of creative synthesis and
Gestalt qualities and the biological concept of emergent

evolution—ideas all at variance with pure associationist
doctrines. J. S. Mill was less concerned with sensationism
as a psychological doctrine than with its philosophical
counterpart, phenomenalism—the description of mate-
rial things and the physical world in terms of sense data
or “permanent possibilities of sensation.”

Bain. Though in the associationist tradition, Alexan-
der Bain (1818-1903) was less interested in the philoso-
phy of mind than in psychology as an empirical science.
He was emphatic in his demand that psychology should
be cleared of metaphysics. His Manual of Mental and
Moral Science (1868) was virtually a textbook of empiri-
cal psychology. It was a condensation of his two major
works, The Senses and the Intellect (1855; rev. ed., 1894)
and The Emotions and the Will (1859). He was thorough-
going in his insistence on the need for a physiological
basis for psychology not merely in general terms but in
terms of known physiological facts, about which he made
it his business to be well informed. As far as this implied
a philosophy of mind, it found expression in his formula-
tion of the principle of psychophysical parallelism. Espe-
cially important were his accounts of habit formation and
learning. His treatment of habit was in large measure the
inspiration behind the eloquent chapter on this topic in
William James’s Principles of Psychology. E. L. Thorndike
and other “learning theorists” owe to Bain the first clear
formulation of the law of effect, the principle that
responses are ingrained by the reward of pleasure. Even
his sillier theories contributed to enlightenment. One of
the silliest theories in the history of psychology—that
maternal love is based on the pleasurable tactile sensa-
tions experienced from contact with a baby—foreshad-
ows the subtler theories of Freud concerning erogenous
zones in the body and, more remotely, the “releaser mech-
anisms” of the ethologists. Bain’s associationism was not
an ideology. It was merely that he had assimilated the
dominant features of the current psychological climate of
opinion.

Two other developments were to complete the trans-
formation of psychology from a branch of philosophy
into an empirical science: (1) the impact of the theory of
evolution and (2) the establishment of laboratories for
experimental psychology. The theory of evolution had its
origin in England in the work of Darwin; the idea of lab-
oratories for experimental psychology came chiefly from
the Continent.

EVOLUTIONARY PSYCHOLOGY. Darwin’s theory of
evolution as set out in his Origin of Species (1859) was a
very large theory, but it was a scientific, not a philosoph-
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ical, theory. It was supported by an enormous body of
empirical observations. Theories of evolution date back
to antiquity. Charles Darwin’s grandfather Erasmus Dar-
win had adumbrated a Lamarckian theory of evolution.
Alfred Russel Wallace anticipated Darwin’s theory by a
few months. Herbert Spencer (1820-1903), who had pro-
pounded philosophical and psychological theories of
evolution for some years before the appearance of the
Origin of Species, was accordingly well placed to capitalize
on Darwinism in the development of his own ambitious
“synthetic philosophy.”

Darwin (1809-1882) himself wrote on distinctively
psychological topics. His Descent of Man (1871) discusses
the similarities between the mental processes of man and
of animals. His work Expression of Emotions in Man and
Animals gives an evolutionary interpretation of changes
in features and postures and assigns biological utility to
these changes. The evolutionary approach stimulated
many studies by amateur and professional naturalists. G.
J. Romanes (1848-1894) collected evidence for the conti-
nuity of development from the animal to the human
mind, and Sir John Lubbock (1834-1913) was among the
first to use laboratory techniques in the study of insects.
Laboratory studies like these were to be developed later
on a grand scale by such American comparative psychol-
ogists as E. L. Thorndike and R. M. Yerkes.

Galton. Sir Francis Galton (1822—-1911), the versatile
cousin of Charles Darwin, contributed to meteorology,
anthropology, anthropometry, and psychology and to the
development of statistical and other metric methods in
psychology. Among his major interests was the inheri-
tance of mental characteristics, for the study of which he
devised ingenious methods. He stressed heredity as a
determinant of mental life and behavior. His records of
the behavior of twins are reminiscent of the Leibnizian
concept of a preestablished harmony. According to his
records, twins can behave exactly like two clocks each
causally insulated from environmental influences and
from each other, behaving similarly and thinking in uni-
son almost entirely in consequence of the similarities of
their innate constitution. His major psychological works
were Hereditary Genius (1869) and Inquiries into Human
Faculty (1883). He set up the first two English psycholog-
ical laboratories—the first at the International Health
Exhibition of 1884 and the second in the South Kensing-
ton Museum. He pioneered the application of physical
and psychometric tests in schools.

Ward and Stout. Philosophical psychology was to feel
the impact of the new biological approach. James Ward’s
revolutionary article on psychology in the ninth edition
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of the Encyclopaedia Britannica (1886) mounted a devas-
tating attack upon associationism, recasting psychology
in terms of a “psychoplasm,” or “presentational contin-
uum,” which, like bodily tissues, undergoes progressive
differentiation and integration. Ward’s distinguished
pupil Stout wrote Manual of Psychology, a standard text
for some three decades, in 1898. This was described as
being written from a genetic point of view; thereafter,
almost every textbook of psychology had a biological ori-
entation.

EMPIRICISM IN EUROPE. The empiricist philosophy
was introduced into France by littérateurs and essayists
like Voltaire and Denis Diderot, not by philosophers or
psychologists. Voltaire had lived in England from 1726 to
1729, and so was in a position to introduce British ways
of thought in philosophy into the intellectual life of
France. Diderot had a clearer understanding of British
empirical psychology. He particularly interested himself
in the mental life of persons deprived of one sense—for
example, sight.

The first of the French empiricist philosophers to
contribute to sensationism was Etienne Bonnot de
Condillac (1715-1780). Diderot had been concerned
with the mental life of persons deprived of one sense;
Condillac started from the imaginary case of a person
deprived of all senses except one. He took the case of a
statue endowed only with the sense of smell, selecting
smell because of its relative simplicity. From this he pro-
ceeded to add other senses and to explain in sensationist
terms attention, memory, imagination, and reason. He
attached no importance to association. He believed that
the experience of one sensation after another is ipso facto
a comparison of the two and that the occurrence of the
unpleasant sensation constitutes the will to terminate the
sensation. Condillac’s sensationism was perhaps the sim-
plest and most elegant form of the doctrine in the history
of psychology. His views are set out in the Traité des sen-
sations (1754).

Claude-Adrien Helvétius (1715-1771), author of a
volume of essays titled De lesprit (1758), was a minor
social and political philosopher who seized upon Locke’s
empiricism and concept of the tabula rasa to defend an
extreme doctrine concerning the equality and perfectibil-
ity of men. His basic thesis was that all differences
between men are due to differences in experience and
education. All error was due to passion or ignorance.

The doctrines that Helvétius derived from Locke
were to return to England in the works of William God-
win, especially in his Political Justice (1793). Like
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Helvétius, Godwin taught that all men are equal at birth
and that their subsequent differences were due to experi-
ence and education. Voluntary actions originate in opin-
ions, which can be changed by rational persuasion. Vice is
error, which can be corrected. In Helvétius and in God-
win the association of empirical philosophy with an intel-
lectualist hedonism is displayed in its most extreme form.

Through Condillac the influence of Locke spread to
Italy and Switzerland. In Italy this influence is to be seen
in the teachings of several all-but-forgotten writers. In
Switzerland, Charles Bonnet (1720-1793) of Geneva was
the outstanding figure in empirical philosophy. His chief
work in psychology was the Essai analytique sur les fac-
ultés de 'ame (1760). Although he followed Condillac for
the most part, Bonnet differed chiefly in the importance
he attached to physiological explanations.

GERMAN PSYCHOLOGY AND EXPERIMENTATION.
Throughout the seventeenth, eighteenth, and early nine-
teenth centuries German psychology was dominated by
the philosophical doctrines of Leibniz, Kant, and Hegel,
each of whom contributed to a rationalist idealism very
unfavorable to the development of psychology as a sci-
ence.

Hegel. Georg Wilhelm Friedrich Hegel (1770-1831)
has received scant attention in the histories of psychology,
understandably so since his form of rationalism is the
most extreme antithesis to the empiricist philosophy that
had favored the development of psychology as an empir-
ical science. He is, however, not without importance in
the history of psychology.

One of Hegel’s theses was that it is a mistake to sup-
pose that complex phenomena are explained only by ref-
erence to simpler phenomena, that we can, for example,
understand religion in its developed form by the study of
cults of primitive people or that we can understand man
only through the study of lower forms of animal life. In
this he challenged what had long been and still is a basic
principle of comparative psychology, but Hegel’s thesis
survives in the view of psychologists who hold that the
proper study of humankind is man and that we should
begin with civilized man in advanced societies. It lives on
in the contention of Freudian psychologists that the evi-
dence for infantile sexuality can be appreciated only in
the light of adult sexual behavior.

Equally important for psychology is the Hegelian
dialectical progression—thesis, antithesis, synthesis.
When this progression is stated as an empirical observa-
tion of movements of thought and action, not as a meta-
physical principle or a principle of logic, it illuminates

many sequences in the history of politics, philosophy, and
science. A dialectical progression is illustrated in the fate
of Hegel’s own philosophy. Its influence in Germany was
short-lived. His rationalistic thesis issued in an empiricist
antithesis, Wundtian experimental psychology. The
dialectical progression is illustrated by the British vogue
for Hegelianism among philosophers who found in it an
antithesis with which to confront the prevailing empiri-
cist philosophy and psychology. The progression is illus-
trated by the sequence from Hegel’s idealist thesis to the
antithesis of dialectical materialism that was to become a
central tenet of communist philosophy. Although it pro-
vides no comprehensive philosophy of history, the con-
cept of dialectical progression affords a rather more
subtle and articulate account of historical movements
than conventional, commonsense accounts in terms of
“the swing of the pendulum.”

Hegel’s doctrines were associated with, and con-
ferred philosophical status upon, a widespread romantic
and mystical philosophy of nature according to which
everything in nature had some spiritual and symbolical
significance. The influence of this philosophy of nature
persisted far into the nineteenth century and in the bio-
logical sciences favored vitalistic, as opposed to mecha-
nistic, accounts of mind, body, and nature. Psychologists
divided progressively into two groups. The first com-
prised the philosophers—that is, those who primarily
taught philosophy and whose philosophy of mind con-
tained much metaphysics. The second group consisted of
natural scientists whose approach was from mathematics,
physics, and the biological sciences. The distinction is not
sharp, since romanticism and metaphysics were in the air
that every German student, even students of the natural
sciences, breathed.

The first steps in the transition from the philosophy
of mind to scientific psychology were taken when Kant
challenged psychologists to show that their subject could
claim scientific status. This challenge was taken up by
Herbart, Ernst Heinrich Weber, and Fechner. That it
could be an experimental science was argued by Weber,
Fechner, Johannes Miiller, Hermann von Helmholtz, and
others. Wundt finally established it as a science that
required a distinctive kind of laboratory.

Herbart. Johann Friedrich Herbart (1776-1841) set
out to establish a basis for psychology other than that of
the prevailing “faculty” psychology associated with Chris-
tian Wolff (1679-1754), a disciple of Leibniz and precur-
sor of Kant who was much less distinguished than either.
Herbart tried to show that the laws describing mental
process could be put into precise mathematical form.
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Herbart’s first achievement was the grafting of associa-
tionism onto a rationalist metaphysical root. The soul
was retained, serving the traditional function of giving
unity to the mind, but the data of empirical psychology
were, as in associationism, sensations and ideas. In
Herbart’s system ideas were not just passively associated.
They interacted by attractions and repulsions in accor-
dance with which they were drawn into or forced out of
consciousness. The behavior of ideas in Herbart’s psy-
chology resembles that of the “reals” in his pluralistic
metaphysics. Two “reals”—for instance, A and B—differ-
ing in quality, tend to disturb each other because of their
difference, but each also tends to preserve itself by resist-
ing the disturbing effect of the other. This principle of
self-preservation is reminiscent of the Spinozistic doc-
trine that “everything that is in itself endeavors to persist
in its own being” and, when applied in Herbart’s psychol-
ogy, foreshadows the concept of homeostasis that was to
be current in psychology a century later.

Herbart’s account of the way in which ideas enter
consciousness and are expelled from it represents a phase
in the history of the theory of the unconscious midway
between Leibniz and Freud; his concept of the appercep-
tive mass, a system of ideas bound together by mutual
attraction, was still current when psychoanalytic writers
were developing the concept of a mental complex.
Herbart’s metaphysics and mathematics were to be for-
gotten, and he did not contribute directly to the develop-
ment of psychology as an experimental science. His most
lasting influence was in the field of educational psychol-
ogy, chiefly in the application of his theory of appercep-
tion to the process of learning.

Lotze. Rudolf Hermann Lotze (1817-1881) suc-
ceeded Herbart in the chair of philosophy at Goéttingen.
His most influential work was his Medizinische Psycholo-
gie (1852), the first systematic work on physiological psy-
chology and one of the very few written by an author
qualified in both physiology and philosophy. Against the
then prevailing view he defended the thesis that every
mental phenomenon has its physiological counterpart
and that the laws which apply to inorganic matter also
apply to organic matter. Final causes, vital and mental
forces, and the soul itself can act only through mechani-
cal causation. He insisted, however, that physiology alone
cannot explain mental phenomena. Lotze is best known
in psychology for his doctrine of local signs, a contribu-
tion to the theory of space perception.

Weber and Fechner. Experimentation and the use
of quantitative methods in psychology were greatly
advanced by Ernst Heinrich Weber (1795-1878) and

PSYCHOLOGY

Gustav Theodor Fechner (1801-1887), who were col-
leagues in the University of Leipzig and who both taught
Lotze.

Weber taught anatomy and physiology. His early
work De Tactu (1834) reported studies demonstrating the
difference between muscle sense and touch. These studies
were extended to pain, pressure, and temperature,
through which emerged the concept of thresholds and
the famous law that has come to be called Weber’s law.
This states that the smallest increment in a stimulus
required to produce a difference in the sensation experi-
enced is not an absolute amount but is relative to the
magnitude of the stimulus in question. Like most Ger-
man scientists of his time, Weber was to some degree
under the spell of the current metaphysics and the
romantic philosophy of nature, but neither of these influ-
enced his experimental studies. His metaphysics and his
science were kept apart.

With Fechner the case was different. Fechner’s intel-
lectual life was a pilgrimage from physics and chemistry,
through physiology and medicine, to metaphysics and
mysticism. From an early age he had been preoccupied
with the problem of the relation between matter and
spirit. He was attracted to a form of panpsychism accord-
ing to which not only man and the lower animals have
consciousness but also the earth and the other planets—
indeed, all material things. In this view all souls are parts
of the soul of the universe.

Fechner concluded, on the obscurest of grounds, that
the mystery of the relation between mind and body
would be resolved by ascertaining the quantitative rela-
tions between stimuli and sensations. He suggested that
Weber’s law could be put into a quantitative form.
Weber’s law thus became the Weber-Fechner law, accord-
ing to which the relation between stimulus and sensation
is expressed in the formula S = k log R where S is the
experienced intensity, R is the physical intensity, and k is
a constant for the particular sense in question. For the
verification of this law Fechner designed what are known
as the psychophysical methods. These methods have been
used in the most tedious of laboratory exercises to which
many generations of students of experimental psychology
have since been subjected, and the published results of
these exercises are among the most tedious controversies
in the history of science. But the possibility of experiment
and measurement in psychology was established—para-
doxically, by a metaphysical mystic. The metaphysics and
the mysticism were soon forgotten, but the exercises live
on.
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Beneke. Friedrich Eduard Beneke (1798-1854), a
contemporary of Herbart, was another philosopher who
contributed to the foundation of a science of empirical
psychology, which, he claimed, was the basis of all philos-
ophy. Like Herbart, he set out to provide a basis for psy-
chology other than that of a doctrine of faculties, and like
Herbart, he stressed the activity of the mind. Among his
works on psychology are Lehrbuch der Psychologie (1832)
and Die neue Psychologie (1845). Because of his rejection
of the prevailing Hegelian philosophy of the Absolute,
Beneke was dismissed from his post in the University of
Berlin, but after Hegel’s death he was reinstated. His best-
known contribution to psychological theory was his doc-
trine of mental, as contrasted with physiological, traces
for the explanation of the facts of memory. This doctrine
was later to be developed in Great Britain by Stout.

Miiller. Johannes Miiller (1801-1858) was a contem-
porary of Beneke at Berlin. He was the first to hold the
title of professor of physiology. (Hitherto, the subject had
been taught as a branch of medicine.) He had been under
the influence of the prevailing philosophy of nature but
contributed to the clarification of the concepts of mind,
body, and nature by distinguishing the mental principle,
which is restricted in its operation to the nervous system,
from the vital principle, which is diffused throughout the
organism. He was also preoccupied with the opposition
between nativistic and empiricist explanations of space
perception as represented, respectively, in the doctrines of
Kant and Herbart. Miiller reformulated the issue in terms
that made it possible to submit the question to experi-
mental tests. He also formulated the theory of specific
energies in the nervous system—the hypothesis that the
sensory qualities are generated by specific activities of the
organs of sense or by specific differentiation in corre-
sponding realities in the brain.

Helmbholtz. Hermann von Helmholtz (1821-1894),
Miiller’s distinguished pupil, is acknowledged to be the
most outstanding of the physicist-physiologists who have
contributed to the development of experimental psychol-
ogy. In the range of his pioneering studies he has been
compared with Francis Galton. His publications were
more numerous than Galton’s, and his investigations
were carried further. He was the first to make a realistic
calculation of the speed of nervous impulses, which are
important, among other things, in the study of reaction
times. He developed Miiller’s doctrine of specific energies
and Thomas Young’s three-color theory of vision.

Helmholtz’s Handbuch der physiologischen Optik,
published in three volumes (1856—1866), remained an
authoritative text for many decades, although it was not

translated into English until 1924-1925. No less out-
standing were his contributions to the theory of hearing
and the related subjects of phonetics and music. He was
essentially a scientist with little interest in philosophy and
still less patience with transcendentalism. There is, how-
ever, much in his writings of philosophical interest—for
example, his puzzling concept of unconscious inference
in perceptual judgments. His discussions of the principle
of the conservation of energy are important in the history
and philosophy of science.

Wundt. The last phase in the transition of psychol-
ogy from a branch of philosophy to psychology as an
independent empirical science is conveniently dated as
beginning in 1879, when Wilhelm Wundt (1832-1920)
established the first psychological laboratory. Wundt’s
chief claim to a place in the history of philosophy arises
from the conceptual system in terms of which he inter-
preted the experimental data from his own and other lab-
oratories. His philosophy of mind deviated from the
simpler forms of atomistic sensationism in that the ulti-
mate elements of mind were, according to him, of two
kinds, sensations and feelings. He and his disciples
devoted much energy and skill to defining the differences
between sensations and feelings and to elucidating his
curious tridimensional theory of feeling, but the general
program was to analyze experience into its elements, to
define the fundamental attributes of these elements, and
to formulate the laws in accordance with which these ele-
ments are combined. The account leaned heavily on the
principle of association but deviated from traditional
associationist doctrines in introducing a concept of cre-
ative synthesis. This concept was a variant of the concept
of apperception and embodied a theory of attention. It
had some points in common with J. S. Mill’s conception
of mental chemistry and in some degree foreshadowed
later theories of emergent properties and the doctrine of
the Gestalt psychologists that a complex experience is
more than the sum of its parts. His most influential work
was Grundeziige der physiologischen Psychologie (1873). In
later years he published two works that contributed to the
incursion of psychology into sociology and anthropol-
ogy.

Ebbinghaus and Kiilpe. Among other outstanding
experimental psychologists were two of Wundt’s pupils,
Hermann Ebbinghaus (1850-1909) and Oswald Kiilpe
(1862—1915). Wundt’s laboratory research had been
chiefly concerned with sensation and perception and
with relatively simple processes of reaction and associa-
tion. Ebbinghaus and Kiilpe extended the experimental
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method into the study of the higher and more complex
functions of memory and the processes of thinking.

In a monumental work, Uber das Gediichtnis (1885),
Ebbinghaus published the results of what has been
described by J. C. Fliigel in his A Hundred Years of Psy-
chology as “the most brilliant single investigation that has
ever been made in experimental psychology.” Ebbing-
haus’s outstanding achievement was to extend the exper-
imental method to the “higher thought processes.” He
was the first to establish quantitative laws concerning the
process of memorization. In 1894 he succeeded Theodor
Lipps, a pupil of Wundt’s most widely known for his
studies in psychological aesthetics, in the chair of psy-
chology at Breslau. There Ebbinghaus pioneered in the
study of intelligence and devised the completion test,
which remains an important component of intelligence
tests.

Kiilpe directed the laboratory at Wiirzburg, which
achieved great fame through its investigations of will-
ing and judging. Through the discovery of imageless
thoughts these studies contributed both to the break-
down of sensationism and, in consequence of the incon-
clusive disputes this discovery provoked, to the
behaviorist revolt against introspective methods. At
Wiirzburg as at Leipzig confusion arose through the
interpretation of experimental data in terms of implicit
philosophical concepts and assumptions, and the conclu-
sions drawn have had to wait for review in the light of
further clarification of the distinction between empirical
psychology and the philosophy of mind.

THE SHIFT TO THE UNITED STATES. In the age of
Wundt, psychology was a Germanic science, and Ger-
many was the heart of the empire. Mainly through
Wundt’s influence upon those who came to Leipzig from
the United States, psychology became an American sci-
ence with the United States as the new seat of dominance.
Among those who studied abroad and then returned to
America were Stanley Hall, who established the first
American psychological laboratory at Johns Hopkins in
1888; J. McKeen Cattell, who after several years as assis-
tant to Wundt founded the laboratory at Pennsylvania;
and Hugo Minsterberg, who, having established a labo-
ratory at Freiburg, was invited by William James to Har-
vard in 1892. In the same year E. W. Scripture took charge
of the laboratory at Yale. By 1897 there were fifteen psy-
chological laboratories in the United States, and by the
end of the century there were twenty-six, all based, to
begin with, on the laboratory in Leipzig. Most of Wundt’s
American pupils, however, were soon to deviate from the
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German pattern and to open up approaches characteris-
tically American—allergic to philosophical speculation,
distrustful of introspective methods, and much con-
cerned with the practical applications of their science.
Hall became famous for his studies of adolescence. Cat-
tell, more influenced by Galton than by Wundt, concen-
trated on the measurement of individual differences.
Miinsterberg’s interest turned to applications of psychol-
ogy to industry and criminology. The mantle of Wundt
fell upon E. B. Titchener, an Englishman from Oxford
who after his studies at Leipzig went to the United States
to develop experimental psychology at Cornell.

THE ESTABLISHED ORDER OF 1900. Wundtian psy-
chology was one important form of and ingredient in
what has been called the established order of 1900,
against which many revolts were to be mounted. There
were, in fact, at least two established orders, one in
Britain, represented by Ward and Stout, and the other in
the United States, represented by Titchener. These were
very different establishments, but they had in common a
foundation in some form of body-mind dualism and the
acceptance of the facts of consciousness, observed by
introspection, as defining the subject matter of psychol-
ogy.

Ward. James Ward (1843-1925) presented his own
system as a sort of synthesis of the too objective thesis of
Aristotle’s psychology and the too subjective antithesis of
Descartes’s psychology. His basic conceptual framework
was doubly tripartite. In his analysis of experience he dis-
tinguished the three modes of consciousness—cognition,
feeling, and conation; his analysis of each kind of experi-
ence referred to a self or ego, an act or mental attitude,
and a presentation (a mental object, sensation, or idea).
The most interesting features of his system are contained
in his detailed analysis of the phases of development from
simple sensation to perception and from perception to
the construction of a memory thread and an ideational
tissue. Though qua psychologist Ward can be treated as a
dualist, his background metaphysics was a variant of an
idealistic monadology of the Leibnizian type.

Stout. G. . Stout (1860-1944) developed Ward’s psy-
chology in an individual way, creating an original and
independent system. As a psychologist Stout, like Ward,
developed a dualistic psychology, but as a philosopher he
developed an original theory of mind, body, and nature.

Titchener. E. B. Titchener’s laboratory at Cornell was
the temple of the Wundtian form of the established order,
and Titchener (1867-1927) was its high priest. Here as
elsewhere, however, empirical psychology continued to
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be inextricably entangled with philosophy. Titchener’s
deviations from sensationist and associationist psychol-
ogy were less fundamental than he himself believed. He
was a dualist, and he confessed to a bias in favor of sensa-
tionism. He was reductionist in his treatment of cona-
tion. He differed from the classical sensationists in
accepting feelings as basic elements; he also differed from
them in the treatment of the elements as existences, as
contrasted with meanings. He sought to explain complex
mental states as arising from the synthesis of elements
and thus to display the structure of the mind. Accord-
ingly, he is described as a structural, as opposed to a func-
tional, psychologist. His cardinal tenet, which was to
become the major object of attack, was his thoroughgo-
ing proclamation of introspection as the distinctive
method of psychology. His two most important works
were his Lectures on the Psychology of Feeling and Atten-
tion (1908), a detailed exposition of the thesis that “the
system of psychology rests upon a threefold foundation:
the doctrine of sensation and image, the elementary doc-
trine of feeling and the doctrine of attention,” and the
Lectures on the Experimental Psychology of the Thought
(1909), an equally thoroughgoing examination of the
claims for the discovery of an imageless thought element
and a polemic against the doctrine of Franz Brentano and
Stout that references to object is the criterion of mind.

REVOLTS AND THE ERA OF THE SCHOOLS. The estab-
lished order of the United States and the established order
of Britain were to become the objects of attack from four
directions: (1) The behaviorist attack directed in the main
against dualism, the concept of consciousness, and the
reliance upon introspection; (2) the attack of the Gestalt
psychologists against all forms of psychological atomism;
(3) the psychoanalytic attack against the overemphasis on
conscious processes and inadequate recognition of the
unconscious mind; and (4) the attack of the hormic psy-
chologists, which was directed against the intellectualism
of traditional psychology—that is, the overemphasis on
cognitive processes and the relative disregard for conation
or purposiveness in the explanation of conscious experi-
ence and behavior.

In the four revolts the schools were all fighting on
more than one front. Each was attacking traditional psy-
chology, and each engaged in polemics with the other
revolting schools. Confusion was increased by the fact
that within each school there were conflicting factions
and by the general failure to distinguish straight empiri-
cal issues from issues of philosophy and of linguistic
usage.

Behaviorism. The conception of psychology as the
study of behavior and as an essentially biological science
dates back to Aristotle, but behaviorism as an ideology
can be dated precisely. It began in 1914, when J. B. Wat-
son (1878-1958) published Behavior while a professor at
Johns Hopkins University.

This book was a protest and a revolt against dualism,
the concept of consciousness, and any use of the intro-
spective method in psychology. Psychology is to be the
study of behavior by objective methods. It was a protest
in defense of animal psychology, in which statements
about the animal mind and the consciousness of animals
must be pure guesswork, and it was a protest against the
interminable and inconclusive disputes between intro-
spective psychologists about the differentiation of sensa-
tions and feelings, the James-Lange theory of emotion,
and imageless thought. It was also an attack on the tradi-
tional theory of consciousness in which some sort of
mental stuff was thought to be the subject matter of psy-
chology.

In Behavior and two other important books, Psychol-
ogy from the Standpoint of a Behaviorist (1919) and
Behaviorism (1924), Watson developed his distinctive
account of all the major topics that constitute psychology.
Like the structuralists he set out to exhibit complexes in
terms of simple elements, complex responses to situa-
tions as derived from simple responses, native and
acquired. The analysis of behavior was in terms of stimu-
lus and response (an analysis to be elaborated later by E.
C. Tolman in terms of intervening variables). Sensation
and perception were described as responses to present
stimuli and constellations of stimuli, memory and learn-
ing as responses to past stimuli and neural traces, feelings
and emotions as types of sensorimotor responses, and
thinking as subvocal verbal behavior. Introspection itself
was redescribed as verbal behavior. In his system Watson
included much that was irrelevant to the major princi-
ple—for example, a bias toward explanations in terms of
environmental influence and a bias against explanations
in terms of heredity. He had a special bias against the con-
cept of purpose, though later behaviorists found no diffi-
culty in assimilating purposive behavior as goal-
directedness. His laws of conditioning were the old laws
of association transformed into generalizations about
bonds between simple reflexes instead of between simple
ideas.

Watson’s writings were naive and often confused, but
his behaviorism sailed on the tides of the time. Behavior-
ism was inevitable. Watson’s behaviorism was fortunate
in that it was reinforced by the most important philo-
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sophical movements of the period, positivism and physi-
calism. It was also reinforced by the logicians and the
methodologists of the inductive school, who maintained
that scientific laws state correlations between observables.
Watson accordingly assumed that because mind was
unobservable, it could not be discussed or referred to in
science. When logicians later began to proclaim that sci-
entific systems were hypothetico-deductive, such behav-
iorists as Tolman and C. L. Hull conceded the importance
of unobservables in the form of intervening variables and
hypothetical constructs. This return to the methodology
of Galileo made any simple form of behaviorism difficult
to maintain. Nevertheless, B. E. Skinner stuck to the old
inductive concept of scientific method and proclaimed
that his findings involved no theory. Behaviorism was
further supported by a number of outstanding experi-
mental psychologists—for example, K. S. Lashley and W.
S. Hunter—sympathetic to Watson’s approach.

Lashley was primarily a neurophysiologist who as a
behaviorist was more sympathetic to the views of the
Gestalt psychologists than to those of Watson. He con-
tributed in an important way to the advance of knowl-
edge concerning the localization of the higher functions
in the cortex.

Hunter, a distinguished experimental psychologist,
rallied to the support of behaviorism through an odd
philosophical argument, based on a very naive form of
realism, that consciousness or experience is merely a
name applied to what other people call the environment.
This argument is reminiscent of a characteristic doctrine
of Ward and Stout that the subject matter of psychology
comprises “the whole choir of heaven and earth” as it
appears to the observer, a view later to be defended by the
Gestalt psychologists in terms of the behavioral, as con-
trasted with the geographical, environment—another
variant of the view that things as they appear are appro-
priate objects of psychological science.

As professor of psychology at the University of Cali-
fornia, E. C. Tolman (1886—1959) developed an original
system of purposive behaviorism that had perhaps much
more in common with the psychology of McDougall than
it had with the psychology of Watson. Watson was preoc-
cupied with responses to stimuli. Tolman described Wat-
son’s behaviorism as molecular, for it was concerned
mostly with physiological details; his own he described as
molar, for it was concerned with external and integrated
behavior and with emergent properties.

Clark L. Hull (1884-1952), professor at Yale, is
known for his inventiveness and originality. His contri-
bution to behaviorism reflects his own interest in
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methodological studies and the concept of hypothetico-
deductive systems. He constructed a miniature system of
this type aimed at a rigorous ordering of some of the
basic laws of behavior. His deductive dream and his
attempt to develop a Galileo-like resolution of behavior
into simple externally initiated movements bore a
marked similarity to the mechanistic system of Hobbes.

Behaviorism is not strictly an arguable thesis; it is a
pronunciamento, a policy statement. The traditional psy-
chologist declares, “I propose to study consciousness by
introspection”; the behaviorist says, “I do not; I propose
to study behavior by objective methods.” The issue is
almost as simple as that. There are, however, many
arguable issues in particular systems of behaviorism. Rea-
sons can be given for and against policy decisions. There
are larger philosophical issues that cannot be evaded.

Roughly three types of behaviorism have emerged: a
metaphysical type that says that consciousness does not
exist; a methodological type which says that conscious-
ness is not amenable to scientific procedures of investiga-
tion; and a radical analytic type, defended chiefly by
philosophers, according to which mental facts can all be
analyzed in terms of behavior and dispositions to behav-
ior. In Watson’s behaviorism and in many others these
issues are confused. The behaviorists, no less than Titch-
ener, confused questions of empirical fact with questions
of philosophical analysis. It is not possible to know what
an emotion is by the introspective observation of emo-
tional states. A prior decision has to be made concerning
what to observe, what is to count as an emotion. In the
same way it is not possible to know what behavior is by
the objective observation of behavior. A prior decision
has to be taken about what to observe and about what is
to count and what is not to count as an example of behav-
ior. For example, before describing a movement of the
body like raising an arm as signaling to a friend or testing
the direction of the wind, a person must know what the
agent had in mind. This inadequate attention to the ques-
tion of what constitutes behavior was one of the major
weaknesses of behaviorism. Behaviorism is no less rid-
dled by interminable and inconclusive disputes than is
introspective psychology. Nevertheless, it has contributed
very effectively to the advance of psychology as a biolog-
ical and an experimental science.

Gestalt psychology. The term Gestalt psychology
applies primarily to a school of psychology pioneered by
Max Wertheimer (1880-1943), Kurt Koffka (1886—1941),
and Wolfgang Kohler (b. 1887). Their polemic was
directed chiefly against the atomism of traditional psy-
chology and of the established order. They opposed the
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thesis that perceptual experience is to be explained by a
bricks and mortar account of the combining of simple
sensations. Their positive thesis was that what is experi-
enced is always organized and consists of wholes which
are greater than the sum of their parts. Like all revolu-
tionaries, they exaggerated the difference between their
own ideology and traditional doctrine. The fact with
which they were concerned had preoccupied philoso-
phers and psychologists from the beginnings of system-
atic thought. Aristotle’s formal cause was a Gestalt
concept, and Kant had grappled with the problem in his
treatment of the categories; Ward and Stout had grappled
with it in their accounts of the development of the per-
ception of space, time, thinghood, and causality, and Mill
had seen the problem when he wrote about mental chem-
istry. Christian von Ehrenfels (1859-1932), an Austrian
philosophical psychologist, introduced the concept of
form qualities. There were also contemporary psycholo-
gists—for example, Charles Spearman and Henry J.
Watt—who were concerned with the concepts of Gestalt
psychology in their own ways.

The outstanding contribution of the Gestalt psychol-
ogists was in the number, the variety, and the ingenuity of
their experiments. Wertheimer’s elegant experiments on
the perception of movement were followed by no less ele-
gant experiments by himself, his colleagues, and his disci-
ples on the principles of organization in perceptual
experience. In the earlier phases Gestalt psychology was
as intellectualist as traditional psychology in its preoccu-
pation with the cognitive experience of the normal adult
human mind. Its interest extended, however, to child psy-
chology in the studies by Koftka and to animal psychol-
ogy in Kohler’s studies of insight and learning in apes.
Kurt Lewin (1890-1947) used Gestalt concepts in the
study of problems of personality and of human motiva-
tion. The Gestalt psychologists were distinguished chiefly
by their experimental inquiries, but in their writings there
are many pronouncements relevant to the philosophy of
mind.

The slogan “The whole is more than the sum of its
parts” is a near tautology but a useful tautology. The
increasing emphasis placed by Kohler and Lewin on field
theory (the theory concerning properties of total fields of
activity as contrasted to the properties of isolated units)
has also contributed to the philosophy of science in its
application to psychology.

The concept of isomorphism (the parallelism
between phenomenal experience and neural processes)
has given a new slant to the discussion of classical theo-
ries concerning the relations of body and mind.

The experimental findings of the Gestalt psycholo-
gists have been assimilated into empirical psychology. Its
evaluation as a philosophy of nature, life, and mind must
take into account not only its historical antecedents but
also some less well known but important contemporary
theories, such as those, for example, of Spearman and
Watt.

Alternatives to Gestalt psychology. Charles Spearman
(1863-1945) made two significant contributions to the
development of psychology in the early decades of the
twentieth century. The first was through the development
of statistical methods in psychology. Building on the
studies of Galton and Karl Pearson, he elaborated his
two-factor theory for the analysis of human abilities. His
second notable contribution was an attempt to formulate
principles of cognition, which he believed to be as basic
to psychology as Newton’s laws had been basic to physics.
It was an ambitious plan in which three noegenetic prin-
ciples—the apprehension of experience, the eduction of
relations, and the eduction of correlates—were set out as
necessary and sufficient for the explanation of all the cog-
nitive operations of the human mind. The principles of
the eduction of relations had been anticipated by Brown’s
concept of relative suggestion, but in its detailed elabora-
tion it covered most of the facts of cognitive experience
studied by the Gestalt psychologists.

Henry J. Watt (1879-1925) enters the history of psy-
chology through his experimental studies of judgment
and the higher thought process at the Wiirzburg labora-
tory. After his return to Britain he spent the rest of his life
at the University of Glasgow elaborating a comprehensive
theory that was finally presented in his Sensory Basis and
Structure of Knowledge (1925). It is a paradoxical fact that
atomism, against which Gestalt psychology was directed,
should have received its most precise and systematic for-
mulation by a psychologist preoccupied with precisely
the facts that Gestalt psychologists were concerned with.

Watt offered an ingenious alternative to Gestalt the-
ory made possible by the sharp distinction he drew
between sensationism and associationism, whereas Titch-
ener had treated them as equivalent doctrines. Watt
agreed that traditional psychology rested upon two pos-
tulates—(1) that the elements of mind are sensations and
(2) that the compounds are produced by association. He
not only accepted the first postulate, but he also refined it
with great subtlety. He rejected the second postulate,
replacing it with the doctrine that complex cognitive
experiences arise through a distinct process of integra-
tion—a concept to which he gave a new definition and
which he illustrated in great detail. Watt produced an
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original account of the facts that had previously been
interpreted in terms of Mill’s mental chemistry, Wundt’s
creative synthesis, Spearman’s noetic principles of educ-
tion, and the principles of Gestalt psychology.

The Gestalt psychologists captured the headlines in
the journals of psychology. For a time Spearman had a
band of disciples, although Watt’s book did not have a
second edition. Spearman and Watt had the misfortune
of attracting disciples who could neither advance their
theory nor excite impassioned critics. Thus, both have
been forgotten. Both, however, may be classed among the
mute inglorious Miltons of psychology whose works may
yet attract the attention of future historians of science.

The philosophy of nature, life, and mind of both
Spearman and Watt were, though different from each
other, both in the tradition of dualism. That of the Gestalt
psychologists was rather different—a dualism of physics
and phenomenology. A residual doubt remains. There
would appear to be no empirical procedure for deciding
between the doctrines of the Gestalt psychologists, of
Spearman, and of Watt. The case may again be one in
which a choice must be made on grounds of terminolog-
ical convenience.

Psychoanalysis and derivative schools. The most
important revolt against traditional psychology at the
turn of the twentieth century was that of Freud and his
disciples.

Sigmund Freud created an entirely new psychol-
ogy—psychoanalysis. This is both a technique of psy-
chotherapy and a body of theory providing a rationale for
the technique. The theory developed into an overall
account of nature, life, and mind. Freud’s philosophy of
nature was a conventional nineteenth-century mechanis-
tic materialism predisposing him to an equally conven-
tional preference for physiological explanations of the
mind. Thus, it is even more remarkable that his most dis-
tinctive and revolutionary doctrines assumed the form of
hypotheses to which mechanism and physiology are com-
pletely irrelevant.

Central in his system of psychology is the concept of
the unconscious. Mind is divided into the conscious, the
preconscious, and the unconscious. The conscious is the
traditional, familiar, introspectable part of the mind—
introspectable thoughts, feelings, and desires. The pre-
conscious consists of all that is out of mind but which can
be brought to mind at will or which readily returns to
mind in accordance with the accepted laws of association.
The unconscious, on the other hand, consists of ideas and
wishes, especially wishes, which can be brought into con-
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sciousness only by special techniques, of which psycho-
analysis is said to be the most fundamental.

Freud’s originality did not consist in the discovery of
the unconscious, for others before him had hit on this
notion, but in postulating that the mind worked in accor-
dance with two different types of laws—those of the pri-
mary processes, which included unconscious processes,
and those of the secondary processes of thought. The first
were ruled by the pleasure principle, the second by the
reality principle. The laws of the primary processes were
principles of emotive congruence appropriate to wishes.
Freud’s great contribution to psychological theory lay in
postulating these laws of primary processes to explain
such phenomena as hysteria, dreams, parapraxes, and so
on which were previously unexplained and among which
no one had previously seen any connection.

There are some superficial resemblances between
Freud’s and Herbart’s psychology, but these are only
superficial. In Herbart’s system the contents of the
unconscious were ideas; in Freud’s system they were
mainly wishes. Herbart was concerned with the move-
ment of ideas between consciousness and Freud’s precon-
scious. He had no clear conception of the unconscious
mind in Freud’s sense. Herbart’s explanation of the
movements of ideas were formulated in terms of quasi-
mechanical forces, efficient causes, whereas Freud’s
explanatory principles were, in effect, formulated in
terms of a truncated type of teleological concept, the
Freudian wish. Similarly, Freud’s defense mechanisms—
sublimation, projection, reaction formation, and the
like—were quite unmechanical mechanisms. They were
goal-directed procedures for protecting the conscious
mind against the unwelcome wishes and ideas that had
been repressed.

From first to last Freud was concerned with mental
conflict, the conflict between opposing motives. At the
beginning he emphasized the conflict between primitive
instinctive impulses, mainly sexual, and the need to con-
form to the rules and norms of society. The emphasis
later shifted to the conflict between the life and death
wishes. At first the world was astounded and shocked by
Freud’s theories about sex, especially by his account of
infantile sexuality. So prominent was sex in his system
that a Freudian explanation of any form of behavior came
to be generally thought of as an explanation by reference
to unconscious sexual desires. His generalized concept of
sex was that all pleasure is essentially the pleasure of sex-
ual experience, including the satisfaction of defecation
(anal eroticism) and the satisfaction of sucking and feed-
ing (oral eroticism), as well as the satisfaction derived
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from the genital organs (genital eroticism). This general
theory of affective experience makes the thesis of infantile
sexuality almost tautological. More significant empiri-
cally was the thesis of the universality of the Oedipus
complex—the thesis that every male child unconsciously
wishes to kill his father and have sexual relations with his
mother (female children have an Electra complex—the
unconscious wish to replace the mother in her relation to
the father). These unconscious desires are obvious
sources of the conflicts that issue in neuroses and other
forms of aberrant behavior.

In Freud’s later writings the emphasis was trans-
ferred to the conflict between the life-promoting instincts
and the desire for death—Eros and Thanatos. When
directed outward, the death wish is a source of violence
and destruction; when directed inward, it results in suici-
dal behavior. The concept of the death wish was, however,
further generalized. It covered not only the desire to kill
and to be destroyed but also the desire to inflict pain and
to suffer pain. Thus the odd phenomena of sadism and
masochism are explained. As he often did, Freud
attempted to reinforce limited hypotheses by highly gen-
eral theories. The hypothesis of the death wish was based
upon the general theory that in all the processes of nature
there is a tendency for animated matter to revert to an
inorganic state. Slightly less generalized was the theory
that all responses to stimuli by an organism were directed
to the removal of the stimulus and are thus consummated
in unconsciousness, in sleep or death. These speculations
were disturbing to his disciples, who felt an obligation to
defend them, since these ideas were all but demonstrably
mistaken and on the face of it inconsistent with Freud’s
more basic hedonistic account of human motivation.
They were not at all essential to his general theory.

To this phase of Freud’s speculations belongs the
doctrine that the total personality is organized on three
levels—the id, the ego, and the superego. The id consists
of the totality of primitive instinctive impulses, and the
ego contains the conscious motives. The concept of the
superego is the most interesting and original feature of
this hierarchy. Although it was often described as the
primitive unconscious conscience, Freud explained it as
an introjected image of the parent that continued to issue
commands and to administer punishment when those
commands were disobeyed. Not a few of Freud’s disciples
have treated the superego as the source of conscience as
traditionally conceived and believe it is the explanation of
action that accords with moral principles. This, however,
was not Freud’s view. He was himself a man of great
integrity with very definite ethical principles. These prin-

ciples were not derived from his own superego but are to
be explained in terms of the distinction between the
pleasure principle and the reality principle. Action in
accordance with the pleasure principle is directed to
immediate pleasure regardless of consequences; action in
accordance with the reality principle is directed to maxi-
mizing pleasure in the long run. This may be little more
than a terminological variation on traditional hedonism,
but as is often the case, terminological innovation can
contribute to enlightenment.

By 1950 Freudian theory was the dominating influ-
ence in psychology. Neither the technique of psycho-
analysis nor the supporting theory has received scientific
validation, but no theory of human motivation and no
form of psychotherapy can ignore the theories and prac-
tice of Freud. Freud himself protested that psychoanalysis
does not attempt to explain everything, but in the human
and social sciences there is hardly a question to which
Freudian theory is quite irrelevant. The theory of the
unconscious has been advanced and the techniques of
analysis developed by such distinguished disciples as his
daughter Anna Freud, Melanie Klein (a specialist in the
analysis of children), and many others in Europe and the
United States. Theory and techniques have also been
developed by many disciples and eclectics. Two of Freud’s
disciples who deviated from his theories—Alfred Adler
and Carl Jung—have had very considerable influence.

Alfred Adler (1870-1937) distinguished his system
from psychoanalysis by labeling it individual psychology.
Before meeting Freud, he had made a special study of the
biological phenomena of compensation for defective
bodily organs. After his association with Freud he
extended his principles to account for all forms of com-
pensation for inferiority, the “inferiority complex.” In
deviating from Freud, he assigned less importance to
unconscious motivation and to sexuality.

Carl Gustav Jung (1875-1961) labeled his system
analytical psychology. He differed from Freud in assign-
ing a less important place to sexual motives and in his
account of the unconscious. Jung regarded the libido as
an undifferentiated “life force” which became differenti-
ated into a number of instincts or drives. In his long life
Jung developed a number of important but highly con-
troversial theories. He elaborated the controversial and
obscure concept of the collective unconscious and a the-
ory of archetypal ideas (which has been confused by
some with the Platonic concept of archetypes). Less con-
troversial were the results of his experimental studies of
word association and his suggestions regarding personal-
ity types. His wide-ranging speculations covered alchemy,
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mythology, and the psychology of religion. Students of
religion have found in Jung much of what they found
absent or uncongenial in the writings of Freud. The
opposition between Freudian and Jungian psychology
has provided a modern parallel to the classical distinction
between the Aristotelians and the Platonists.

Hormic psychology. In the Wundtian system as inter-
preted by Titchener the elements of mind were sensations
and feelings. Conative experience had been eliminated by
reductive analysis. Similarly, the concept of conative
behavior had no place in Watsonian behaviorism. The
concept of conation was not prominent in early Gestalt
theory. Before 1950, however, the concept of conative or
goal-directed behavior had been restored as a key concept
in most systems of psychology. Tolman, the most sophis-
ticated of the self-proclaimed behaviorists, established a
new purposive behaviorism, and Lewin steered Gestalt
psychology into the study of volitional processes.
Throughout, Freudian theory is permeated by the facts of
goal-directedness. The most thoroughgoing exponent of
a conative psychology was William McDougall (1871—
1938).

McDougall had a medical education but devoted
himself to research in physiology, making several signifi-
cant discoveries. An important early publication was his
brief Physiological Psychology (1905), which contains the
germs of his later theories. His most important publica-
tion was his Introduction to Social Psychology (1908). This
title was unfortunate since the book contains the essen-
tials of his general theory of motivation. Central to this
theory was the thesis that there is a limited number of
prime movers by whose conative force every train of
thought and every bodily activity is initiated and sus-
tained. These prime movers were first described as
instincts, but the objections that were raised to his
extreme deviation from the traditional biological concep-
tion of an instinct led McDougall to redescribe them as
propensities.

In his detailed elaboration of these “propensities”
McDougall developed an account of instinctive behavior
originally suggested by William James. Prior to James
instinct had been regarded as a biological mechanism
producing rigid and stereotyped forms of behavior that
were neither learned nor modified by experience. James
drew attention to the cognitive emotional and impulsive
components in instinctive action. McDougall developed
this idea within the framework of the tripartite analysis of
conscious experience that he had learned from Stout.
Stressing the extent to which instinctive dispositions are
modified both on the cognitive (receptive) side and on
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the conative (responsive) side, he suggested that the pri-
mary instincts are to be defined by reference to the cen-
tral or affective components, the “primary emotions.” He
went on to describe the ways in which instinctive dispo-
sitions are modified and the ways in which they are
organized into more complex motivating dispositions,
the sentiments. A sentiment was conceived of as a system
of instinctive disposition organized around an idea. Patri-
otism, for example, is a complex organization of instincts
directed to promoting the welfare of a national group.
McDougall’s account of the structure of human person-
ality was similar to that first set out in the famous ser-
mons of Bishop Butler on human nature (1726). With
McDougall, as with Butler, the motivating forces in man
are organized in a three-tiered hierarchy. At the base are
the primary instincts or propensities. At the second level
in Butler’s system were certain regulating and controlling
principles, such as benevolence and cool self-love, and at
the summit was the ultimate controlling principle, which
was identified with conscience.

In McDougall’s system the basic instincts are organ-
ized into and controlled by the sentiments, which func-
tion in a similar way to Butler’s principles of benevolence
and cool self-love. Thus, the parental sentiment is an
organization of the maternal instinct together with other
instincts, and in McDougall’s view it explains all disinter-
ested altruism. The self-regarding sentiment is an organ-
ization of the instincts of self-assertion together with
others that exercise a similar control over primitive
aggressive instincts. It functions in McDougall’s theory in
a way similar to Butler’s cool self-love and Freud’s reality
principle. At the head of the hierarchy in McDougall’s
system as the supreme controlling force is a master senti-
ment that is an elaborated form of the sentiment of self-
regard.

Both Butler’s and McDougall’s accounts of the struc-
ture of human personality, of human motivation, and of
the basis of volition or self-control have important simi-
larities with, but also important differences from, Freud’s
hierarchy of id, ego, and superego. Butler’s analysis had
greater philosophical subtlety than McDougall’s, but
McDougall’s was developed in much greater detail. The
central theses were contained in Social Psychology. The
details were further elaborated in his later works, such as
the Outline of Psychology (1923) and the Outline of Abnor-
mal Psychology (1926). McDougall was himself surprised,
as well as gratified, by the outstanding success of his
Introduction to Social Psychology. He was to be surprised
and disappointed by the reception of what he intended to
be his magnum opus, Body and Mind: A History and
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Defense of Animism (1911). This contained a critical
review of the traditional theories of the relations of body
and mind in which he eventually decided in favor of
interactionism. His general philosophy of nature, life, and
mind was that of an orthodox dualist and interactionist.
This was later developed into a Leibnizian monadology.
The personality of man was conceived as a hierarchy of
monads. Every monad is potentially a thinking, striving
self, but each differs in degrees of development. At the
head of the hierarchy is the supreme monad—the self,
which is in command of, and directly or indirectly in
communication with, all subordinate monads. The mode
of communication was conceived to be telepathic.

McDougall was one of the last of the academic psy-
chologists to attempt a comprehensive system covering all
the facts of cognition, feeling, and conation as well as the
facts of unconscious motivation. His theories, however,
fell out of favor, though not entirely because of specific
objections to them. They were outmoded by current
trends in both psychology and philosophy. Nevertheless,
he exercised a considerable influence on thought and
research in motivation theory, not least upon those who
differed from him, and he contributed to the reunifica-
tion of psychology and the biological sciences, which had
been separated since Aristotle’s day. Indeed, it could be
argued that McDougall, like Aristotle, saw that the con-
cept of purpose was both logically irreducible to mecha-
nistic concepts and fundamental for the explanation of
human behavior. His mistake was to translate this emi-
nently defensible conceptual doctrine into a genetic doc-
trine about the origins of behavior. The two do not
necessarily go together, for the doctrine that human
behavior cannot be explained without recourse to a con-
cept like purpose does not entail the genetic doctrine that
men must come into the world equipped with a myriad
of built-in purposes.

REACTION AGAINST REACTIONS. The proliferation of
schools continued into the 1930s. Carl Murchison’s Psy-
chologies of 1925 was followed by his Psychologies of 1930,
and at the time no end to such quinquennial volumes
could be foreseen. Psychologists, however, began to tire of
these battles among the schools, each of which was in
revolt against the established order and at war with the
others in revolt. There came a revolt against revolt, a reac-
tion against reactions. Robert S. Woodworth (1869-
1962), who had written the most influential critical
commentary on the schools, Contemporary Schools of
Psychology (1931), was a leading advocate of a middle-of-
the-road psychology. Teaching and practicing psycholo-
gists tended to be eclectic; many leaned heavily on one or

another of the schools, and only a few remained uncom-
mitted.

Schools were then replaced by “approaches,” a term
that suggests convergence rather than divergence.
Approaches, like viewpoints, are complementary. The
new situation favored the emergence of groups of psy-
chologists united in discipleship to a single dominating
personality. These groups differed from the schools in
that a school was created by several outstanding person-
alities who, though agreeing on certain basic theses, made
individual contributions to the system of psychology
defended by the school. There have always been groups of
the simpler leader-and-disciples type. Before the age of
the schools there were philosophical psychologists with
their disciples—for example, Brentano and Alexius
Meinong on the Continent, Ward and Stout in Great
Britain, James in the United States. In the schools them-
selves there were subgroups composed of a man and his
disciples—the Freudians, the Jungians, the Pavlovians,
and so on. After the dissolution of the schools new per-
sonalities emerged, each with an individual approach or
field of specialization; there were psychologists like Piaget
at Geneva, Albert Michotte at Louvain, and Tolman and
many others in the United States.

RELATION TO PHILOSOPHY. The history of psychol-
ogy in the twentieth century is a story of the divorce and
remarriage of psychology and philosophy. The trouble
began when psychologists claimed the status of empirical
scientists. At first the philosophers were the more aggres-
sive, deriding the young science as a bogus discipline. The
psychologists hit back and made contemptuous remarks
about philosophical logic-chopping and armchair psy-
chology. The arguments were charged with emotion, and
neither side emerged with great credit. Slowly, some
progress was made toward a diagnosis of the situation, a
diagnosis that may well provide the basis for a happy rec-
onciliation.

Psychology has always been, and may well always
remain, a parasitic discipline. For twenty centuries it was
just a branch of philosophy. To gain emancipation, it
entered into willing bondage to the established natural
sciences. Increasingly it has claimed to be, and has been
increasingly accepted as, a biological science. Aristotle’s
psychology had a biological orientation, and theories of
the temperaments have always had a physiological slant.
Since Darwin psychologists have attempted to work
down to the biological foundations of mental life, and
biologists have extended their field of interest upward to
include the more complex functions of organisms tradi-
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tionally described as mental—perception, learning, prob-
lem solving. In the twentieth century psychologists and
biologists found a common approach, frame of reference,
and interest in such new special studies as ethology,
cybernetics, and information theory and a common lack
of interest or only a peripheral interest in problems of the
philosophy of mind. There have, however, been other
developments that have helped to resolve the conflicts
between philosophers and psychologists and to clarify the
lines of demarcation between work that can properly be
done in an armchair and work that must be done on a
laboratory stool, in a birdwatcher’s blind, or behind a
one-way screen.

The behaviorists, in their revolt against Titchener’s
introspectionism, had taken over quite uncritically Titch-
ener’s greatest error. Hegel had attempted to answer ques-
tions of empirical fact by a priori reasoning. Titchener
made the opposite mistake, supposing that questions of
philosophical analysis could be settled by observations
made in a laboratory. His mistake is on record; he recalled
that in 1888, when first reading James Mill’s Analysis of
the Human Mind, the conviction flashed upon him, “You
can test all this for yourself.” He thought he could test it
by introspection. The Analysis of James Mill was an exer-
cise in philosophical analysis that can be carried out in a
soft armchair, perhaps more efficiently there than on a
hard laboratory stool. The behaviorists also fell victim to
the same error in confusing introspection and philosoph-
ical analysis, in failing to see that questions of analysis
arise not only in regard to introspective reports but also
in regard to behavioral concepts—stimulus, response,
and behavior itself.

However, behaviorists and other biologically minded
psychologists were little disposed to either philosophical
speculation or philosophical analysis. They were content,
like most biologists, to think of the world, regardless of
consistency, both in terms of commonsense realism and
in terms of the billiard-ball atomism of nineteenth-
century physics, thereby following the physicists when-
ever they revised their theories. Those who had some
interest in philosophy followed the prevailing trend in
philosophy to some form of phenomenalism.

Reduction of mental concepts. There had been three
centuries of philosophical thinking devoted to the elimi-
nation of superfluous psychological concepts. At first a
mind was thought of as an immaterial substance that, like
a material substance, persists through changing states. As
a rod of iron passes through states of being hard and soft
or black, red, and white in accordance with changes of
temperature, so a mind passes through states of joy, sor-
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row, and so on in accordance with the success and failure
of its endeavors. Descartes had described all modes of
consciousness as states of the soul, some of which appear
to be states of external bodies, others of which appear to
be states of the body in which the soul is embodied, and
others that really are, as they appear to be, states of the
soul itself. In his new way of ideas Locke redescribed
experience in terms of the soul, self, or ego being pre-
sented with and attending to objects in the mind that
chiefly represent things in the external world. Berkeley
pointed out, cogently, that there is no way of comparing
these representative ideas with the things they are sup-
posed to represent. There were, he suggested, no reasons
for, and there were reasons against, supposing that there
are material things to be represented. Exit the material
world. Then came Hume, who gave an important nega-
tive introspective report. He could not observe this soul,
self, or ego to which presentations were said to be pre-
sented. Exit the soul.

For a long time attempts were made to defend what
Titchener described as an act and content psychology—
the doctrine that mind consists in mental contents and
acts of willing and attending concerned with these con-
tents (without, however, anyone to perform these acts).
Late in the nineteenth century Brentano argued that these
acts or attitudes are what is distinctive of mind. G. E.
Moore based his refutation of idealism on this thesis by
distinguishing in sensation the sensing, which alone is
distinctively mental, from the sense datum sensed. But,
like Hume, he made another negative introspective
report—that the act is diaphanous, unintrospectable. Exit
the act, the last claimant to mentality.

This reduction and elimination acquired a tempo-
rary finality in Bertrand Russell’s neutral monism. Influ-
enced by Moore, Ernst Mach, and William James, he
proposed the overall theory that the stuff of which the
universe is composed is neutral, not mental or physical.
Organized in one way, it issues in the laws of physics;
organized in another way, it results in the laws of psy-
chology. Combining these, we have an account of nature.
In this long reductive process man first had lost his soul,
then his mind, then his consciousness, and finally even
his body, which was reduced to a permanent possibility of
neutralized sensations.

Linguistic approach. The finality of this form of phe-
nomenalism was short-lived. The conception of philoso-
phy as an inquiry into the ultimate nature of reality was
supplanted by the idea that philosophy is the critical
analysis of the concepts of science and of common sense.
This was in turn replaced by the idea of philosophy as the
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study of linguistic usages. Instead of asking what mind is,
philosophers set out to disentangle the various uses of the
word mental, and they became interested in the depth
psychologists’ uses of new words and of old words in new
senses. Philosophers and psychologists began to find a
new basis for collaboration. The philosophers clarified
concepts; the psychologists attempted to verify by labora-
tory procedures the hypotheses stated in these concepts.

Not all issues between philosophers and psycholo-
gists have been resolved, but there has been notable
progress toward a policy of coexistence, and here and
there some progress toward cooperation has been made.

See also Animal Mind; Apperception; Behaviorism; Con-
sciousness; Dreams; Emotion; Existential Psychoanaly-
sis; Experience; Gestalt Theory; Guilt; Happiness;
Humor; Images; Imagination; Intention; Intuition;
Memory; Mind-Body Problem; Pain; Perception; Plea-
sure; Psychoanalytic Theories, Logical Status of; Reli-
gion, Psychological Explanations of; Sound; Thinking;
Time, Consciousness of; Touch; Unconscious; Volition.
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PSYCHOLOGY
[ADDENDUM]

In the 1950s and 1960s, scientific psychology underwent
a major transformation. Behaviorist, Gestalt, and
Freudian views were largely superseded by an approach
called cognitive psychology, which treats the mind as a
kind of information processor analogous to a computer.
Cognitive psychology investigates the mental structures
and processes that underlie perception, attention, learn-
ing, memory, language, inference, and problem solving.
The field retains some behaviorist, Gestalt, and Freudian
insights, but provides a coherent alternative that has been
highly fruitful both experimentally and theoretically.

THE COGNITIVE REVOLUTION

The roots of cognitive psychology lie partly in the limita-
tions of previous theoretical approaches to psychology,
particularly behaviorism. Behaviorism attempted to
make psychology scientific by avoiding reference to hypo-
thetical mental entities such as thoughts and concepts. It
tried to restrict psychology to the use of observed stimuli
to predict observed behavioral responses. Behaviorism
was fueled in part by a positivist philosophy of science
that failed to recognize that explanation in natural sci-
ence abounds with hypothetical entities such as atoms
and genes. By the 1950s it was becoming apparent that
stimulus-response relations were inadequate to account
for human verbal behavior and even for learning in rats.

The emergence of an alternative explanatory frame-
work came from several sources. One was information
theory, developed by Claude Shannon in the 1940s, which
inspired psychologists such as George Miller to try to
characterize the capacities of the human mind to process
information. Miller’s 1956 paper, “The Magical Number
Seven Plus or Minus Two,” reviewed evidence that minds
are inherently limited in their ability to hold only a small
amount of information but argued that this limitation is
surmounted by representations that chunk pieces of
information together. Cognitive psychology has largely
abandoned the information-theoretic division of infor-
mation into discrete bits, but the metaphor of informa-
tion processing remains pervasive.

A second and ultimately more important source of
cognitive psychology was the development in the late
1940s and 1950s of the idea of a computer program.
Before the advent of computers, philosophers and psy-
chologists who wanted to give a mechanistic account of
mind were limited to relatively simple mechanisms such
as clockworks and telephone switchboards. Computer
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programs consist of representational structures such as
numbers, words, and lists, along with algorithmic proce-
dures that transform the structures to produce new ones.
In their 1960 book Plans and the Structure of Behavior,
George Miller, Eugene Galanter, and Karl Pribram com-
pared the plans that control behavioral operations to
computer programs. By 1956, Allan Newell and Herbert
Simon had already developed a computer program that
could simulate human performance on a high-level task,
proving logic theorems. Most theories in cognitive psy-
chology operate with the analogy that human thought
applies mechanical processes to mental representations,
just as computation applies algorithms to defined struc-
tures. In the strongest view, thinking is not just like com-
putation, it s a kind of computation.

The third conceptual source for cognitive psychology
was Noam Chomsky’s new approach to linguistics, devel-
oped in the 1950s as an alternative to the behaviorist
approaches of Zelig Harris that then dominated the field.
Chomsky incisively criticized the explanatory adequacy
of behaviorist accounts of language learning. He pro-
posed an alternative that postulated mental structures
such as an innate universal grammar that makes possible
the efficient learning of any human language.

Ideas about information, computation, and mental
grammars redirected the experimental research that
occupies most psychologists much more than do theoret-
ical matters. Investigation shifted from studies of animal
behavior to experiments with human subjects concerning
such mental operations as visual pattern recognition,
memory, verbal learning, and speech perception. In 1967
Ulric Neisser published the new enterprise’s first text-
book, Cognitive Psychology, and the journal of the same
title began three years later. Neisser focused on processes
for visual and auditory cognition.

TOPICS IN COGNITIVE PSYCHOLOGY

Later textbooks have addressed a broader range of topics,
especially learning, memory, attention, perception, prob-
lem solving, language, representation, decision making,
and deductive and inductive inference. Many experimen-
tal results have accumulated concerning these cognitive
processes.

Research on perception has investigated how people
recognize objects and other structures such as faces. Per-
ceptual recognition involves both bottom-up processing
from physical stimuli registered on sensory receptors
such as the retina, and top-down processing influenced
by high-level beliefs and concepts. Visual imagery has
been a lively area of research, with Stephen Kosslyn and
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others arguing that evidence supports the view that
minds operate with visual as well as verbal representa-
tions. The study of attention considers the factors that
lead people to focus on and shift their concentration to
different aspects of their environment.

Memory researchers distinguish between long-term
memory, which permanently stores representations of
events and concepts, and working memory, which holds
and manipulates information as people perform cogni-
tive tasks. Human memory is very different from com-
puter memory, which stores information exactly as
presented to it. Consolidation of events and facts into
long-term memory involves reconstruction and blending
with previous experience. People are conscious of only
part of the contents of working memory and are totally
unaware of most of the cognitive processing that consti-
tutes thought. Almost all thinking is unconscious, not
because of Freudian repression mechanisms, but because
people have little access to most of the operations of their
brains.

Cognitive psychologists distinguish between episodic
memory for particular events and semantic memory for
conceptual relationships. Debate has raged concerning
what concepts are, although most psychologists reject the
traditional view, still found in philosophy, that concepts
can be defined by necessary and sufficient conditions.
Alternative theories of concepts maintain variously that
they consist of prototypes that specify typical but not
universal features, sets of exemplars of objects, general
knowledge about things, or patterns of activation in neu-
ral networks. These theories have inspired experimental
investigations of how concepts are learned.

Cognitive psychologists who study language perform
experiments concerning how people comprehend and
produce utterances. In the 1960s and 1970s, research in
psycholinguistics was heavily influenced by Chomsky’s
theory of transformational grammar, but later research
shifted away from emphasis on the syntactic structure of
language to concern with its meaning and commun-
icative functions. There has also been investigation of
high-level linguistic processes such as reading and under-
standing discourse.

Like the Gestalt psychologists, cognitive psycholo-
gists have been interested in problem solving and creativ-
ity. They have constructed detailed computational
models of how people solve different kinds of problems
using general rules and/or analogies with previous prob-
lem solutions. Theories of expertise have been developed
based on different accounts of how differe